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1	Introduction
In RAN1 #85 meeting, performance analysis on URLLC and mMTC coding candidates were presented, and agreed to continue performance evaluations with more realistic assumptions.  In particular to LDPC, following agreement was made in RAN1 #85.  
· For the purpose of study and comparisons, quasi-cyclic like LDPC codes are defined as follows: 
· The Parity check matrix of Quasi-cyclic like LDPC Codes is defined at least by a matrix H of size (mb×z)×(nb×z), which consists of sub-block matrices of size z×z,  where each sub-block matrix is composed by circularly shifted matrices or zero matrices. Wherein, mb, nb and z are integers larger than 1.
· The values of mb, nb and z are FFS. 
· Companies providing evaluations or proposals for LDPC codes are encouraged to show how:
· Multiple code rates and multiple code sizes would be supported, 
· Suitable granularity of information block size and code rate would be supported,
· How to support HARQ with/without IR.

In this contribution, we present performance evaluation for mMTC and URLLC channel coding candidates. Sharing data with excel files was also agreed (see the agreement below) in RAN1 #85. Please check the accompanied excel files with this contribution. 
· Include file format of results with contribution
· Use Excel file template provided in ExampleResults.xlsx 
· Multiple columns for 
· QAM, Rate, Info. Blocklength, Es/N0, Eb/N0, BLER 
· Separate tab to provide context 
· Contribution#, name of code, decoder implementation, #iterations or list size, brief details of code construction, brief details of rate matching algorithm, #CRC bits, and other parameters
· The referenced accompanying contribution should provide enough details to enable other companies to repeat the simulations
· Companies encouraged to submit with their contribution for RAN1 #86

[bookmark: OLE_LINK15][bookmark: OLE_LINK16]2	Performance 
[bookmark: OLE_LINK13][bookmark: OLE_LINK14]2.1			Simulation Assumptions
Basic simulation assumptions agreed during RAN1 #84bis were not changed during RAN1 #85. However, the presented results had different observations due to various assumptions on code constructions, puncturing schemes, decoder parameters, and many other. To our understanding, realistic assumptions which are consistent with the implementations, and other evaluation criteria's should be used in the simulations. For example, we highlighted the concerns of using larger list sizes to decode polar codes. Nevertheless, we try to include many cases in the simulation results by extending the following simulation assumptions that were initially agreed during the RAN1 #84b meeting.
Simulation assumptions: URLLC and mMTC

· Evaluate BLER performance versus SNR

	Channel*
	AWGN

	Modulation
	QPSK, 16 QAM

	Coding Scheme
	Convolutional codes
	LDPC
	Polar
	Turbo

	Code rate
	1/12, 1/6, 1/3

	Decoding algorithm**
	List-X Viterbi
	min-sum
	List-Y 
	Max-log-MAP

	Info. block length*** (bits w/o CRC)
	20, 40, 200, 600, 1000



* Fading channels will be simulated in the next stage
** These algorithms are starting points for further study. Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 
*** At least these info. block length and code rate shall be evaluated. Other info. block lengths and code rates are not precluded. Similar info and encoded block lengths should be used for the evaluation. Total coded bits = info. Block length/code rate. Note: these info. block length and code rate are only for initial performance evaluations. They are not interpreted as design targets or assumptions for complexity analysis.

· General guidelines
1. Existing code constructions can be used for evaluation
2. Whenever feasible, performance comparison should adopt coding constructions with matching computational complexities
3. BLER simulations down to 10-4 is recommended (to observe the error floor) for URLLC

2.2			Coding schemes
Turbo code (TC)
Rate 1/3 LTE turbo coding was used with CRC bits and code rate adjusted with puncturing (similar to LTE) to ensure that Total coded bits = Info. Block length/code rate. We used 8 CRC bits for 20 and 40 info block sizes, and 16 CRC bits for 200, 600, 1000 info block lengths. For decoding, we used scaled max-log-MAP algorithm with the scaling factor of 0.7. 
Convolutional code (CC)
We used two types of CCs in the simulations. 
1. Convolutional code with Zero tails (CC Tail)
Rate 1/3 convolutional code with constraint length C = 9 and generating polynomials 557oct, 663oct, and 711oct was selected, where each information block was appended with C-1 zeros to enable the encoder and decoder to finish the path on the trellis in the all-zero state. Similar to the turbo coding, we used 8 CRC bits for 20 and 40 info block sizes and 16 CRC bits for 200, 600, 1000 info block lengths. Rate matching is achieved using either repetition or cyclic-buffer based puncturing. We followed Section 5.1.4.2 in LTE channel coding specification [1] without the sub-block interleaver. As it is for AWGN channels, we do not need the interleaver part. The soft input Viterbi algorithm was applied in the decoder. 


2. Tail biting convolutional codes (TBCC LTE) 
Rate 1/3 LTE TBCC coding scheme (constraint length C = 7) is used with CRC bits (same number as in CC Tail), where rate matching is achieved by following the similar method as in CC Tail. At the decoder, to initialize states we followed following implementation friendly sub-optimal scheme prior to the Viterbi decoding. As shown in Figure 1, P first soft-values of the received frame were repeated at the end, and P last soft-values were copied to the beginning of the received frame. P was selected such that P = 5*(C-1). For LTE TBCC, we get P = 30. 
[image: ]
Figure 1: Decoder initialization for LTE TBCC decoding

LDPC codes
We used two types of LDPC codes in the performance evaluations. 
1. LDPC: Progressive Edge-Growth (LDPC PEG)
The Progressive Edge Growth (PEG) algorithm described in [2] is used to generate parity check matrices (PCM) for all code blocks with rate 1/3. Other code rates were obtained using repetitions. A number of optimized variable node degree distributions can be found in literature. Among them the following one, chosen based on prior results, was used in our investigations:


where Λ(x) is the polynomial describing degree distribution for variable nodes. The polynomial coefficients show the fraction of variable nodes on the Tanner graph connected to exactly i check nodes (i = 2, 3, 4, or 5). The powers of x indicate the number of check nodes the variable nodes are connected with by the graph edges. For decoding, we used the offset min-sum algorithm with the offset parameter set to 0.22. The number of iterations used is 47, which is matching to the complexity analysis presented in [3].  
2. LDPC Quasi Cyclic (LDPC QC)
We follow the agreement made during RAN1 #85, and introduce QC LDPC codes for shorter block sizes. The following structure is used for the parity check matrix, H 
 ,
where P i,j is a cyclic-permutation matrix obtained from the zero matrix and the z by z cyclically shifted identity matrix to the right, N*z is the coded block sizes, K*z is the information block size, and (N-K)*z is the parity size. PCMs, denoted as (K*z, N*z), are optimized for the following code block sizes and code rates, and given in Annex I. 
Table 1: Code rates and block sizes for base PCMs
	Code rate 
	Information block size (K*z)
	Block size (N*z)
	Number of PCMs
	sub-matrix dimension (z)

	  1/6 
	100
	600      
	1
	50

	
	200
	1200      
	1
	100

	
	600
	3600      
	1
	300

	  1/3 
	100
	300      
	1
	25

	
	200
	600      
	1
	50

	
	600
	1800      
	1
	150



We change the dimension of the sub-matrix to obtain other code block sizes whenever required. For example, the PCM designed for rate 1/6 and 600 info block size, i.e. (3600, 600), is used to obtain 1000 info bit scenario by changing sub-matrix dimension, z, to 500. Moreover, rate 1/12 is obtained by repeating rate 1/6 PCMs. For decoding, we used the offset min-sum algorithm (OMSA) with the offset parameter set to 0.26. For each scenario, number of iterations are considered as 50 and 30, to see the performance difference with the number of iterations.   
Polar codes (PC)

Polar codes do not have the natural support for all the block sizes agreed in the simulation assumptions. We use quasi-uniform puncturing (QUP) scheme defined in [4] to generate all the code block sizes, and details of code construction SNR points are given in Annex II. 
We use decoding algorithms successive cancellation (SC) and SC list (SCL) with different list sizes. The use of the list decoder may seem unfair considering their high implementation costs. Especially, the latency and memory usage are not exactly suitable to fulfill  URLLC and mMTC requirements in the acutual deployments. However, for the comparison purposes, we used higher list sizes for lowest code blocks and smaller list sizes for larger code blocks. 
We have carried out simulations for all the cases for the agreed simulation assumptions. As plenty of simulation results are available, we present them in Annex III and discuss the key observations in the next section.

2.3			Discussion
Simulation results presented in Annex III are useful to determine the performance differences for all coding schemes. However, the relevance of these results should carefully match to the usage scenario of NR. For example, encoded block sizes larger than 1000 bits might not be useful for mMTC discussions. Also, use of large list sizes when coded block sizes are high often generates higher encoding/decoding latencies and other implementation-related concerns. 
We summarize most important observations under each code block size as follows. 
Observation 1: For lowest info block size, 20 bits, the performance of LDPC codes (both LDPC PEG and LDPC QC) outperform other coding schemes for rate 1/3. For rates 1/6 and 1/12, LDPC and TBCC have similar performances which are better compared to other candidates. 
Observation 2: Considering simulations related to the case with 40 info bits, LDPC outperforms other candidates for all code rate. For 16QAM, Polar SCL 32 has a slightly better performance for rates 1/6 and lower. 
Observation 3: For 200 info bits, the performance of LDPC codes have a better performance compared to all other coding candidates. Additionally, turbo coding also has a better performance compared to polar and TBCC. In particular to CC, coding gain it showed for lower code blocks seems diminishing when the block sizes are increased.
Observation 4: For larger info block sizes, 600 and 1000 bit, a better performance can be observed for LDPC and turbo codes. 
Observation 5: Considering all the block sizes and code rates, LDPC seems to outperform all other coding schemes. When the info block size is lower, TBCC has comparable performances to LDPC. Also, turbo provides similar performance for moderate info block sizes. Polar SCL decoding shows good performance for some cases where they use larger list sizes. 
These observations are used in the following discussions which are more specified to the usage scenario. 
2.3.1			mMTC coding scheme
Considering simulation results and key requirements of mMTC usage scenario, we think that some of the code block sizes and modulation schemes may not be common for mMTC use case. For example, it is highly likely that mMTC will operate in lower modulation schemes with shorter info block sizes to satisfy low power requirements. Therefore, following discussion is mainly based on 20- 200 info block sizes with QPSK modulation scheme. 
Referring to Figures 1-9 (a) and Observations 1-3, we see that LDPC and TBCC are strong candidates for mMTC use case considering their superior performance. TBCC with sub-optimal Viterbi decoding (existing implementation) does not provide a similar performance as LDPC when the info block sizes are larger than 40 bits. However, we could expect improvements in the performance if they use list Viterbi decoding. The large memory use, higher latencies and lack of good implementation efficiency are linked with such list decoders, and we do not recommend to use them in the mMTC devices. Even with higher list sizes, polar coding performance is not superior to the LDPC and TBCC. Moreover, turbo and Polar SC performance for very short block sizes are significantly lower.  
It would be better to narrow down coding candidates and investigate further on LDPC and TBCC for mMTC use case. In general, NB-IOT also handles mMTC type of communications, where recently decided to use TBCC as the coding scheme. To support backward compatibility for NB-IOT, we might need to use the same coding scheme for mMTC scenario in NR. Therefore, careful selection is required over LDPC and TBCC.  
Proposal 1: Narrow down mMTC coding candidates as TBCC and LDPC for further evaluations. 
2.3.2			URLLC coding scheme
Unlike in the mMTC case, most of the simulation results can be used to discuss the URLLC coding performances. However, many other aspects can be more critical when evaluating coding schemes for URLLC. For example, when the latency is constrained, we might not be able to use higher iterations for LDPC and turbo codes. Processing latencies can be higher with a large number of iterations. Similarly, the performance with constrained structural latency should be investigated as the behavior of coding scheme can be significantly different when such constraints are introduced in the analysis [5]. 
Based on observation 5, we see that LDPC seems to be the best performing coding candidate for URLLC use case. LDPC performs well over all the code blocks and rates. As we discussed in [6], implementation friendly QC LDPC provides enough freedom to use parallelized decoding to achieve very small processing latencies. However, further investigation of structural latency analysis is required before finalizing the coding scheme for URLLC case. 
Proposal 2: For URLLC, latency can be the critical issue compared many other aspects. Further investigation on processing latencies and structural latency constrained performances is required prior finalizing the coding scheme.  
3	Conclusion
[bookmark: OLE_LINK43][bookmark: OLE_LINK44][bookmark: OLE_LINK34][bookmark: OLE_LINK35]In this contribution, we presented link level simulations of channel coding candidates for mMTC and URLLC usage scenarios in NR. Observations and proposals are, 
Observation 1: For lowest info block size, 20 bits, the performance of LDPC codes (both LDPC PEG and LDPC QC) outperform other coding schemes for rate 1/3. For rates 1/6 and 1/12, LDPC and TBCC have similar performances which is better compared to other candidates. 
Observation 2: Considering simulations related to the case with 40 info bits, LDPC outperforms other candidates for all code rate. For 16QAM, Polar SCL 32 has slightly better performance for rates 1/6 and lower. 
Observation 3: For 200 info bits, performance of LDPC codes have a better performance compared to all other coding candidates. Additionally, turbo coding also have a better performance compared to polar and convolutional codes. CC seems to lose their advantage when the block sizes is increased.
Observation 4: For larger info block sizes, 600 and 1000 bit, a better performance can be observed for LDPC and turbo codes. 
Observation 5: Considering all the block sizes and code rates, LDPC seems to outperform all other coding schemes. When the info block size is lower, TBCC have comparable performances to LDPC. Also, turbo provides comparable performance for moderate info block sizes. Polar SCL decoding shows good performance for some cases where they use larger list sizes. 
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Annex I: LDPC parity check matrices
1. Rate 1/3, (1800, 600), z = 150
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2. Rate 1/3, (600,200), z = 50
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4. [bookmark: _GoBack]Rate 1/6, (3600,600), z = 300
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5. Rate 1/6, (1200,200), z = 100
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Annex II: SNR points for polar codes
Polar coding construction SNR points with QUP puncturing scheme used in the simulations
	Table 2: QPSK Construction SNR points

	SNR(dB)
	Information Block Length

	
	20
	40
	200
	600
	1000

	Code Rate
	  1/12
	-6
	-5
	-10
	-10
	-10

	
	  1/6 
	-2
	-3
	-8
	-6
	-7

	
	  1/3 
	4
	2
	-6
	-3
	-5

	
	
	





	
	


	
	

	Table 3: 16QAM Construction SNR points

	SNR(dB)
	Information Block Length

	
	20
	40
	200
	600
	1000

	Code Rate
	  1/12
	-6
	-7
	-11
	-11
	-12

	
	  1/6 
	-4
	-3
	-8
	-8
	-8

	
	  1/3 
	4
	-1
	-6
	-4
	-5



Annex III: Simulation results
20 bit info block size performance
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Figure 1: BLER for all codes with info bits = 20 and code rate = 1/3 (a) QPSK (b) 16QAM
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Figure 2: BLER for all codes with info bits = 20 and code rate = 1/6 (a) QPSK (b) 16QAM
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Figure 3: BLER for all codes with info bits = 20 and code rate = 1/12 (a) QPSK (b) 16QAM


40 bit info block size performance 
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Figure 4: BLER for all codes with info bits = 40 and code rates = 1/3 (a) QPSK (b) 16QAM
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Figure 5: BLER for all codes with info bits = 40 and code rates = 1/6 (a) QPSK (b) 16QAM
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Figure 6: BLER for all codes with info bits = 40 and code rates = 1/12 (a) QPSK (b) 16QAM
200 bit info block size performance 
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Figure 7: BLER for all codes with info bits = 200 and code rates = 1/3 (a) QPSK (b) 16QAM
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Figure 8: BLER for all codes with info bits = 200 and code rates = 1/6 (a) QPSK (b) 16QAM
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Figure 9: BLER for all codes with info bits = 200 and code rates = 1/12 (a) QPSK (b) 16QAM
600 bit info block size performance 
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Figure 10: BLER for all codes with info bits = 600 and code rates = 1/3 (a) QPSK (b) 16QAM
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Figure 11: BLER for all codes with info bits = 600 and code rates = 1/6 (a) QPSK (b) 16QAM
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Figure 12: BLER for all codes with info bits = 600 and code rates = 1/12 (a) QPSK (b) 16QAM

1000 bit info block size performance 
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Figure 13: BLER for all codes with info bits = 1000 and code rates = 1/3 (a) QPSK (b) 16QAM
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Figure 14: BLER for all codes with info bits = 1000 and code rates = 1/6 (a) QPSK (b) 16QAM
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Figure 15: BLER for all codes with info bits = 1000 and code rates = 1/12 (a) QPSK (b) 16QAM
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