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Introduction
In RAN#84bis, it was agreed that selection of 5G new RAT channel coding scheme(s) will consider flexibility. Code flexibility includes the possibility of supporting various information block lengths, various code rates, and HARQ retransmissions. As NR is expected to evolve over time, the code design should also be future-proof, so that new features can be introduced in future releases of NR, without re-designing the channel coding technique. 
In this paper, we discuss the flexibility of channel coding candidates in NR. 
 Basic Flexibility Requirements
Info block size flexibility
For the granularity of information block size K, the turbo code in LTE has granularity of 8 bits at the lower end of K, and granularity of 128 bits at the higher end of K. In NR, similar granularity should be provided to the information block size, so as to reduce higher layer padding overhead, and to reduce the performance impact of shortening.
Code rate flexibility
For NR, bit-level codeword size granularity should be supported. This means the channel coding technique  should be designed to be capable of infinite granularity of code rate between a minimum code rate Rmin and a maximum code rate Rmax, even if the final NR design may not use bit-level granularity of codeword size. This code capability gives great freedom to other aspects of NR design and great run-time freedom to the MAC scheduler. Such code capability also gives great freedom to future evolution of NR.   Here the channel coding technique refers to the combined design of basic code definition and the rate matching mechansim.
Numerous factors of the NR system can cause difference in the actual number of usable resource elements (REs) for carrying a transport block, leading to the need for effectively bit-level codeword size granularity. This includes at least the following factors, similar to that in LTE:
· A wide range of possible number of resource units (e.g., number of resource blocks in LTE);
· Different resource unit size in downlink vs uplink;
· Different number of subframes schedulable as a resource unit (e.g., between 1 to 10 subframes can be used as scheduling unit in NB-IoT of LTE); 
· A wide variety of multi-antenna configurations;
· Numerous modulation order choices, e.g., BPSK, QPSK, 16-QAM, 64-QAM, 256-QAM;
· Various density of reference symbols, including DMRS, CSI-RS, etc.
While variations due to different subcarrier spacing already existed in LTE in very limited scope (i.e., only in NB-IoT uplink), in NR this flexibility exist at the fundamental numerology level. At RAN1#85, a scalable numerology with the subcarrier spacing is agreed to be . For example, if , then the subcarrier spacings are: {3.75, 15, 30, 60, 120} kHz.
Hence, compared to LTE, the schedulable resource unit size in NR will likely be even more flexible in both time domain and frequency domain. 
1. Channel coding techniques for NR should support fine granularity of info block sizes and transport block size, similar to that of LTE.
1. Channel coding techniques for NR should support bit-level granularity of codeword size.

Flexible and Future-Proof Coding Design
Turbo code
For turbo codes, due to the convolutional code based constituent codes, fine granularity of information block size and codeword size can be easily supported. This is already proven in LTE. Turbo code is both backwards compatible and future-proof.
For NR, RP-161266 contains a full set of possible 5G architecture options. Out of the 11 options containing NR, 9 involves dual-connectivity of LTE and NR, where LTE provides the control plane connection for the UE. Only 2 options have standalone NR, where the UE does not have LTE connection at the physical layer. 
Hence for most NR architectures, turbo code needs to be implemented by the UE, at least for control plane transmission and reception.
Observation 1 Turbo code satisfies flexibility requirement of NR.
Observation 2 Turbo code is backwards-compatible and future-proof.

1. To support flexible and future-proof design, Turbo Codes should be supported in NR.

LDPC code
LDPC code has advantage over turbo code for peak throughput. However, LDPC code does not have built-in flexibility with code size and code rate.  It is difficult to define H matrices dedicated to information block size with fine granularity. Due to the block code nature, code size flexibility can only be achieved via rate matching mechanisms such as shortening, puncturing, and/or repetition. 
Shortening, puncturing, and/or repetition can be applied after a set of H matrices are defined to arrive at information block size K and codeword size N different from the native sizes of H. However, LDPC performance degradation results from shortening and puncturing. Shortening is to provide information block size K, K<K, from a H matrix of (N-K) rows –by- N columns. Code shortening effectively removes (K- K) columns from H matrix. This changes the code property, and has impact to code performance [15]. The performance degradation depends on H matrix design, and how many information bits are shortened. Puncturing has even more impact to code performance than shortening, since puncturing increases the code rate. As shown in [15], LDPC code performance may suffer severe performance degradation after rate matching, as compared to the inherently flexible turbo codes.
In addition to code performance, significant rate matching of an H matrix also has implication on decoding complexity and latency. Assume that a H matrix of (N-K) rows –by- N columns is modified to encode an information block of size  K, and generate a codeword of size N. Decoding of the received codeword of size N requires running a decoder designed for the full matrix H. The decoding complexity, power consumption, latency all follow that of the full matrix H, not that of a potentially much smaller matrix of (N-K) rows –by- N. For example, in IEEE 802.11n, lifting factors of {Z, 2Z, 3Z} are used. When shortening from K2= kb2Z to close to K1= kbZ, shortening may lead to shortening of close of 50% of the information bits, but the decoding is still based on the H2 matrix of  K2, not a H matrix close to half the size of H1. 
Impact from potentially large amount of shortening is a key difference between LDPC decoder and turbo decoder. While turbo decoder efficiency is also affected by puncturing, turbo decoder efficiency is not affected by shortening, since fine granularity of K is built-in.
Observation 3 For LDPC codes, decoding complexity, power consumption and decoding latency are negatively affected by both shortening and puncturing.

1. For LDPC codes, both H matrix size selection and H matrix construction should take into account the size and rate granularity requirements of NR.

Polar code
For Polar codes, the well-known inflexibility is the codeword size, which is limited to power-of-2, N=2n. To obtain a Polar code for any specific, arbitrary N, N<N, the N=2n Polar code needs to be punctured and the new information set, for the obtained N needs to be determined.  The native codeword size of power-of-2 poses challenges in flexibility, as the difference between two adjacent native codeword sizes grows exponentially.  As a result, a substantial amount of puncturing may be needed to support even moderate granularity.  To optimize performance, info set should be constructed and made available for each puncturing pattern.  Sharing a common info set for multiple puncturing patterns can lead to compromised performance. This has implications for both encoding and decoding.
Theoretically, bit-level granularity of K is supported. However, in practice, the bit-level granularity of K is very difficult to achieve. 
One difficulty is info set construction for an arbitrary K, K<N. A key part of Polar code definition is the info set construction. To be future-proof, the info set and puncturing pattern generation have to be a rule that covers any info block size K, any code rate R, up to a certain code block size N=2n. The rule has to be flexible and generic, for example, a variant of Gaussian approximation of density evolution. Further, the rule has to work reasonably well for new techniques that may be adopted in future evolution of NR, e.g., new MIMO techniques, new multiple access techniques, etc.
Another difficulty is in hardware implementation of a Polar decoder that can handle arbitrary K, while maintaining good error correction performance and high throughput. Good error correction performance can only be achieved via list decoding, according to existing research. If the Polar code is constructed via a generic rule, then the decoder has to be implemented to be very flexible. It needs to be able to handle arbitrary info set. The flexibility requirement, together with list decoding requirement, makes it difficult to implement efficient Polar decoder in hardware. So far we are not aware no hardware implementation of Polar decoder that can simultaneously achieve flexibility of code size, good error correction performance and high throughput.

Observation 4 For Polar codes, bit-level granularity of K is very difficult to achieve in a real system. 

HARQ
HARQ can be based on Chase combining or incremental redundancy. Since Chase combining essentially repeats the initial transmission in subsequent retransmissions, all code candidates can support it. Hence in the discussion below, the focus is on incremental redundancy (IR) HARQ.
Turbo code
Due to the provision of a low code rate mother code, turbo code can easily support retransmission of any size in IR HARQ with the existing rate-matching method in LTE.
LDPC code
IR HARQ capability is not intrinsic to LDPC code design. If IR HARQ is to be supported, the H matrices have to be explicitly designed to provide the capability. One example of IR HARQ capable H matrix design is shown in [16].  
Polar code
Traditional way of operating IR HARQ may not be applied to Polar codes. Polar code performance is sensitive to both info set definition and puncturing pattern definition.
In one of the promising methods of IR-HARQ scheme for Polar codes as described in [13][14], a portion of non-frozen bits of each of the previous transmissions are aggregated, re-encoded and transmitted in a subsequent re-transmission.  The amount of non-frozen bits taken from each previous transmission to form the new re-transmission is determined in such a way that each of the previous (re-)transmissions would result in the same effective (lowered) coding rate if all subsequent transmissions are decoded successfully, and the decoded bits are used as frozen bits.
In such a method, each (re-)transmission uses its own Polar encoder to generate a separate code block. The decoder first decodes the most recent code block and then uses the decoded bits as frozen bits to decode the previous (re-)transmission until the first transmission is decoded. Hence, if a TB is received with a total of N (re-)transmissions, the UE needs to perform N separate decoding for the last retransmission and a total of N(N+1)/2 separate decoding for all previous re-transmissions.  This leads to substantially higher decoding latency as each separate decoding runs through both frozen bits and non-frozen bits sequentially.  In addition, the soft bits for each retransmission needs to be stored separately, which in turn increases the buffer requirement by N folds.
This is in contrast with Turbo codes where a single encoder is run only once to generate all redundant versions regardless of the number of retransmissions.  At the decoder, the soft bits of the most recent transmission are first combined with those of the previous transmissions before running the decoder only once for the combined set of soft bits.  Only one set of soft bits needs to be stored.
Observation 5 Turbo code is capable of IR HARQ with high flexibility.
Observation 6 LDPC parity check matrices can be constructed to support IR HARQ. 
Observation 7 Unconventional design is necessary for Polar codes to support IR HARQ. 

1. For easy support of IR HARQ, Turbo and/or LDPC codes should be considered.
Conclusion

In this contribution, we discuss the flexibility of channel coding candidates in NR.  Based on the discussion, we have the following observations and proposals:


Observation 1 Turbo code satisfies flexibility requirement of NR.
Observation 2 Turbo code is backwards-compatible and future-proof.
Observation 3 For LDPC codes, decoding complexity, power consumption and decoding latency are negatively affected by both shortening and puncturing.
Observation 4 For Polar codes, bit-level granularity of K is very difficult to achieve in a real system. 
Observation 5 Turbo code is capable of IR HARQ with high flexibility.
Observation 6 LDPC parity check matrices can be constructed to support IR HARQ. 
Observation 7 Unconventional design is necessary for Polar codes to support IR HARQ. 



1. Channel coding techniques for NR should support fine granularity of info block sizes and transport block size, similar to that of LTE.
1. Channel coding techniques for NR should support bit-level granularity of codeword size.
1. To support flexible and future-proof design, Turbo Codes should be supported in NR.
1. For LDPC codes, both H matrix size selection and H matrix construction should take into account the size and rate granularity requirements of NR.
1. For easy support of IR HARQ, Turbo and/or LDPC codes should be considered.
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