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Introduction
In the RAN1 #84bis meeting, it was agreed that the selection of NR channel coding scheme(s) will consider performance, implementation complexity, latency and flexibility. During the discussion on NR channel coding scheme(s) at RAN1#85, there was some debate on the list size of polar code for fair comparison since there is a trade-off between the list size and performance. 
This contribution discusses the performance comparison with taking into account their relevant complexity. 
Performance and complexity of polar codes
Performance of polar codes and their decoder complexity are evaluated. First we introduce the basic system model under consideration. 

1.1 Encoding and decoding of polar codes
We consider binary polar codes with 2x2 kernel matrix  The block size is thus . Let us explain how our polar codes for comparison are constructed. Basically, each code is constructed by using density evolution [2] with a proper DE SNR. For length compatibility, bit-reversal puncturing [3] is employed. DE is carried out after fixing puncturing positions for code construction. We consider CRC precoding to utilize CRC-aided list decoding.
Encoding is carried out in the following sequence. A message of  is CRC encoded where the CRC parity size is . Then the CRC encoded sequence is polar encoded to form the codeword of size . The effective code rate is .
We consider optimal and suboptimal successive cancellation (SC) and SC list (SCL) decoding schemes. We here mean ‘accurate or non-degraded’ by ‘optimal’. On the contrary ‘suboptimal’ indicates ‘implementation-friendly with small performance degradation’. 
We want to introduce the decoding algorithms with more details for complexity analysis. First SC decoding algorithm proposed by Arikan [1] was likelihood-based. Later the algorithm was transformed to a log-domain algorithm that can be implemented easier. In [2] and [4] a log-likelihood ratio (LLR)-based SC decoding algorithm has been introduced. An LLR-based optimal SCL decoding was also developed in [4]. We consider this LLR-based realization as the basic polar decoder. 
Polar decoding can operate via LLR message passing over a bipartite graph that is composed of variable nodes and check nodes [2][4]. The LLR-based SC decoding is carried out as in the following brief procedure. 

	SC decoding

	1) Decoding starts with initialization . 
2) Calculate of the LLR of information bit  if it is unfrozen. Make a decision on  with the LLR or the frozen bit value.  
3) If , terminate the decoding with decoding output  .  
4) Update the graph with the decision value and then  and go to 2).


Two primary operations in the LLR-based SC decoding are variable node and check node operations for LLR calculation of step 2) of SC decoding procedure. The LLR-based SCL decoding procedure [4] can be written briefly as follows.

	<SCL decoding>

	1) Decoding starts with initialization of bit index  and temporary list size  
2) Calculate of the LLR of information bit  from each surviving path. 
3) Calculate the path metrics of  paths emanating from  paths. 
4) Sort the path metrics of   paths and remain  paths with smallest path metrics.  
5) If , return the best path with CRC satisfaction and then terminate the decoding. 
6) Update the graph with the decision value of  for every path. Then  and go to 2).  



Other significant operations such as path metric calculation and sorting are added in the SCL decoding. Impact of CRC or graph update with decision results is considered relatively small. Main operations are presented as follows. 

Optimal SC/SCL decoding
[image: ]          [image: ]
a) Check node operation                  b) Variable node operation
Figure 1 Two types of node operations 

1) Check node (CN) operation: 

2) Variable node (VN) operation: 

3) Path metric (PM) calculation: 
4) Sorting operation
A. Serial sorting:  comparisons
B. Radix-2L sorting:  comparisons
C. Bitonic sorting:  comparisons

First, node operations are equivalent to unitary operations of LDPC decoders. Check node operation is a single parity check code decoding that is equivalent to the two input check node operation in LDPC decoder. Check node operation can be realized as three LUTs and one addition. Variable node operation is as simple as decoding a repetition code, which is a simple addition of two incoming LLRs () with a sign assignment. The path metric calculation in 3) of SCL decoding procedure is proved optimal, which can be realized as one addition and one LUT (realization of . For sorting, many implementations are possible. It is well known that the minimal time complexity of a serial sorting is . In order to have a smaller time complexity, parallel sorting should be used but at the price of computational complexity increase. In polar decoders, it is important to carry out the sorting operation as quick as possible to maximize the decoder throughput. In many implementations, the sorting is completed in one clock cycle [4][5]. To that end, bitonic sorter and full radix sorter (radix 2L sorter) were proposed [4] [6]. (We also consider them in this contribution.) Radix-2L sorter is the fastest way of sorting, that however results in square complexity of . Bitonic sorter lies somewhere between an optimal serial sorter and the full radix sorter. Bitonic sort will be implemented with the total complexity of  and the depth (time complexity) of . If we use the bitonic sorter, a sorting can be carried out in one clock cycle, but this operation shall make the critical path in its implementation.  

Sub-optimal SC/SCL decoding
1) CN operation: 

2) VN operation: same with optimal decoding

3) PM approximation: 

4) Sorting operation: same with optimal decoding


In the suboptimal LLR-based SCL decoding, the check node operation can be simplified as a simple two input , comparison that is equivalent to a single addition. It was shown that the PM calculation can be simplified as a simple accumulation of absolute LLR as in 3) with almost negligible performance loss. A PM calculation is therefore conducted by one addition without LUT. Noting that sorting is based on comparison, one can see that the suboptimal SCL decoding is implemented without LUT operations but by addition equivalents such as addition and comparison. The primary operations are summarized in Table 1. 
Table 1 Summary of Optimal/ Sub-optimal SCL decoding operations 
	
	Optimal SCL decoding
	Sub-optimal SCL decoding

	CN Op.
	
	

	VN Op.
	

	PM Calc.
	
	

	Sorting
	A. Serial sorting: 
B. Radix-2L sorting: 
C. Bitonic sorting: 




1.2  Computational complexity evaluation
This subsection discusses computational complexities of LDPC and polar codes for their optimal and sub-optimal decoding algorithms. Some notation is defined as follows:
Notation 
: Information length, : Number of parity bits,
: Number of columns of Sub-Matrix1 defined in Figure 2 in [8] (i.e., the code length of 11n-like code),
: Average variable node degree without degree-1 nodes in LDPC matrix used actually in decoding process, 
: Average check node degree of LDPC matrix used actually in decoding process,
: Block length of polar code (mother code length is , ),
: List size for SCL decoding,
: Average iteration number for LDPC decoding.

We can evaluate the computational complexity of polar decoders. We regard subtraction, comparison as an addition equivalent. A single 1-dimensional LUT operation is considered equivalent to 6 additions.  
In the bipartite graph of the corresponding binary polar code of length , there are  check nodes and variable nodes. For accurate realization, the two-input check node operation can be transformed to three LUTs and one addition.[footnoteRef:1] In the sub-optimal SC decoding, the check node operation is simplified to the min operation. The analytic numbers of primary operations of optimal and suboptimal SC decoding are tabulated in Tables 2 and 3.  [1:  Here, the check node operation can be realized as a 2-dimensional LUT. However, a 2-dimensional LUT is much more complex than three 1-dimensional LUT operations. ] 

Table 2 Complexity of optimal SC decoding
	Component
	ADD/SUB(1)
	MIN(1)
	COM(1)
	LUT(6)

	CN Op.
	
	-
	-
	

	VN Op.
	
	-
	-
	-

	Total
	
	-
	-
	



Table 3 Complexity of sub-optimal SC decoding
	Component
	ADD/SUB(1)
	MIN(1)
	COM(1)
	LUT(6)

	CN Op.
	-
	
	-
	-

	VN Op.
	
	-
	-
	-

	Total
	
	
	-
	-



[bookmark: _GoBack]For optimal and suboptimal SCL decoding, computational complexity on primary operations is analysed in Tables 4 and 5. Since  paths are maintained in a list, check node and variable node operations and path metric calculations are multiplied by  In the PM calculation, because we have to have the PMs of  paths for comparison and selection, the number of PM calculations is  at each decoding step that makes the total calculations  for optimal decoding. But in the suboptimal SCL decoding, a single addition is needed only for a half of  paths as in Table 1.  
Sorting applies similarly to both decoder realizations. As we discussed, for fast decoder implementation, full radix sorter or bitonic sorter can be considered. The computational complexity of them is given in Tables 4 and 5. Because sorting should be carried out for every data bit step, the number of sorting in a SCL decoding is . As one can see, the complexity of a single sorting is quadratic in  for radix  sorter and quasilinear for bitonic sorter. The bitonic sorter may provide a good trade-off. However, sorting with bitonic sorter will lie on the critical path of the system when it is designed to be done in one clock cycle. For a faster implementation, radix  sorter may be used but with quadratic complexity in  That being said, it is worth to examine the total computational complexity of SC and SCL decoders implemented with those different sorters. 
[bookmark: _Ref446750236]Table 4 Complexity of optimal SCL decoding
	Component
	ADD/SUB(1)
	MIN(1)
	COM(1)
	LUT(6)

	CN Op.
	
	-
	-
	

	VN Op.
	
	-
	-
	-

	PM Calc.
	2
	-
	-
	2

	Sorting
1) Serial
2) Radix-2L
3) Bitonic
	-
	-
	


	-

	Total
	
	
	
	



	Component
	ADD/SUB(1)
	MIN(1)
	COM(1)
	LUT(6)

	CN Op.
	-
	
	-
	-

	VN Op.
	
	-
	-
	-

	PM Calc.
	
	-
	-
	-

	Sorting
1) Serial
2) Radix-2L 
3) Bitonic
	-
	-
	


	-

	Total
	
	
	
	-


 Table 5 Complexity of sub-optimal SCL decoding

Tables 6 and 7 present the analytic complexity comparison LDPC and polar decoders on primary operations [13]. 
Table 6 Theoretical computational complexity for optimal decoding of LDPC and polar codes
	
	LDPC 
(Sum-Product)
	Polar SC
	Polar SCL Sort1
	Polar SCL Sort2
	Polar SCL Sort3

	Additions (1)
	(2dv,1N1 + 
(2dc – 1)M)
	
	

	Comparison (1)
	-
	-
	
	
	

	LUT (6)
	2dcM
	
	


* Assuming that the computational costs of Addition: Comparison: LUT (Look-Up-Table) = 1:1:6
Table 7 Theoretical computational complexity for sub-optimal decoding of LDPC and polar codes
	
	LDPC 
(Offset-MS)
	Polar SC
	Polar SCL Sort1
	Polar SCL Sort2
	Polar SCL Sort3

	Additions (1)
	(2dv,1N1 + 2M)
	
	

	Comparison (1)
	(2dc – 1)M
	
	
	
	




According to the analysis done, we compare the operational complexities of the decoders of the two candidate codes for NR channel coding. The complexity comparison is carried out for optimal and suboptimal decoders and for the following code parameters. 
· K=100, 400, 1000, 2000, 4000, 6000, 8000
· R=1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9
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Figure 2 Computational complexity of LDPC codes and polar codes (K =100) 
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Figure 3 Computational complexity of LDPC codes and polar codes (K =400)
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Figure 4 Computational complexity of LDPC codes and polar codes (K =1000)

[image: ][image: ]
Figure 5 Computational complexity of LDPC codes and polar codes (K =2000)
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Figure 6 Computational complexity of LDPC codes and polar codes (K =4000)
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Figure 7 Computational complexity of LDPC codes and polar codes (K =6000)
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Figure 8 Computational complexity of LDPC codes and polar codes (K =8000)

Figures 2-8 compare the operational complexity of LDPC and polar decoders. We considered polar decoder with bitonic sorter. Note that to maximize the decoding speed, radix  sorter should be employed though. For LDPC codes, the operational complexity is evaluated by the average number of decoding iterations at BLER of 1%.      
Generally, polar decoder complexity increases faster-than-linearly with . The list size of 32 seems to make the polar decoder too complex compared with its contenders. For optimal decoding, the decoding complexity of LDPC codes is comparable to optimal polar decoder with . For suboptimal decoding, The decoding complexity of LDPC decoders is generally positioned between those of polar decoders with  and . 
Observation 1: The complexity of SCL decoder of polar codes increases faster than linearly with the list size  The polar decoder with can be too complex compared with the LDPC decoder. 
Observation 2: The complexity of suboptimal LDPC decoders is comparable to those of polar decoder with  for short codes and  for long codes. 
Observation 3: It is fair to compare the performance of different codes with the list size under the same operational complexity. The polar decoder with  for  and the one with  for  shall make a reasonable comparison with LDPC decoders. 


1.3 Performance evaluation
The following code parameters are used for performance evaluation. 
· Info. Block length (bits w/o CRC) : K=100, 400, 1000, 2000, 4000, 6000, 8000
· Code Rate : R=1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9
· Modulation : QPSK
· Channel : AWGN
· Coding Scheme : LDPC/Polar
· Decoding Algorithm : Optimal/Sub-optimal (Max-log-Map, Off-set min-sum, List)
We consider LDPC codes introduced in [9]. This LDPC code can support variable information block lengths from a few tens to a few thousands by the lifting and shortening techniques in [7]. Furthermore, it can also support variable code rates from 1/3 to 8/9 by puncturing of bits, as described in [8].
Polar codes were constructed by density evolution (DE) method [2]. The construction SNR,  was empirically chosen as in the following Table 8. For punctured codes, DE construction was performed after fixing puncturing positions, which means every polar code was individually optimized.
 
Table 8 Construction SNR for polar codes
	R
	1/5
	1/3
	2/5
	1/2
	2/3
	3/4
	5/6
	8/9

	cSNR
(dB)
	-3.0
	-1.0
	0.0
	2.0
	4.0
	5.0
	6.0
	7.0



For reference, we compare the performance of both optimal and suboptimal decoding methods. For LDPC decoding, layered BP scheduling is used. The maximum number of iteration is set to 12. Standard BP decoding is used for optimal decoding. Then offset min-sum algorithm is considered for suboptimal decoding of LDPC codes. For polar codes the optimal and suboptimal algorithms introduced in this contribution are used for optimal and suboptimal decoding. SCL decoding with  are evaluated together. 
Required SNRs for achieving BLER of 1% obtained via simulation are presented in Figures 9 and 10. For optimal decoding, the LDPC decoder outperforms at lower SNRs in most cases. For suboptimal decoding, the required SNRs are similar in general. For high rates, polar decoders with L=4, 8 are slightly inferior to the LDPC decoder.
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Figure 9 Required SNRs for BLER of 1% of LDPC and polar codes with optimal decoding 
[image: ]
Figure 10 Required SNRs for BLER of 1% of LDPC and polar codes with sub optimal decoding

Observation 4: Under similar computational complexity, the QC-LDPC code performs slightly better than polar codes in terms of required SNR for 1% BLER.
Implementation Aspect 
In this section, we compare the implementation complexity of the decoders based on the reported results from open literature. 
The decoding performance of polar codes depends on the list size while that of LDPC codes does on the maximum number of iterations. Since the performance of LDPC decoding with  is comparable to the SCL decoder with  as shown in Figure 11 for (1024, 512) code, it seems fair to compare the complexity of the decoders with the parameter values. 
[image: D:\[2] Studies\[1] LDPC Codes\201608 3GPP_8월기고\- 8월 기고문\기고문2\03_implementation.png]
Figure 11 Performance of LDPC (Max Iter. = 12) and Polar Codes (L = 1, 2, 4) (N=1024)  

In a recent paper [6], a fast SCL decoder with  was implemented. The decoder used bitonic sorter for fast sorting operation. In [11], the results for throughputs are obtained by 7 iterations for IEEE 802.11ad LDPC decoding. LDPC decoders in [11] are implemented for supporting variable code rates from half code rate to high code rates (> 0.8).
Coded throughput was used instead of information bits throughput in [11] and [6]. We recalculated energy and area efficiency based on information bit throughput that modifies the energy and area efficiency described in the papers. Detailed results are given in Table 9 for half code rate case.
For estimating the hardware complexity of flexible LDPC codes [9], we scaled throughput, energy, and area based on the results of [11]. The details of scaling method for LDPC codes are described in [12] and the results are given as “Scaled LDPC” in Table 9. We assume that maximum length of LDPC codes for ‘scaled LDPC code’ in Table 9 is 1024 and rate equals half for fair comparison with polar codes.


Table 9 LDPC Scaling and Polar Codes
	
	LDPC Codes
	Polar
(SCL, L=4)

	
	[11]
	Scaled flexible LDPC
	[6]

	CMOS Tech.(nm)
	65
	65
	65

	Code Rate
	0.5
	0.5
	0.5

	Core Area (mm2)
	0.575
	1.47
	2.14

	Information length
	336
	512
	512

	Clock Freq. (MHz)
	400
	400
	400

	Max Iteration
	7
	12
	-

	Number of Layers
	4
	12
	-

	Num ones in H matrix
	2184
	5600
	-

	Throughput (Gbps)1)
	4.625
	1.37
	0.2

	Power Consumption (mW)
	272.9
	233.2
	718

	Area efficiency (Gbps/mm2)
	8.043
	0.93
	0.09

	Energy efficiency (nJ/bit)
	0.059
	0.170
	3.6



Observation 5: According to the comparison based on the open literature, LDPC codes has 10.3 times and 20 times better in area and energy efficiency than that of polar codes, respectively.

In the analytic comparison provided in this contribution, the complexity of SCL decoder with  was similar to that of LDPC decoder with . However, according to the comparison based on the literature, the polar decoder seems to have much higher complexity for the same parameters. Note that, for the scaled LDPC code in Table 9, area and energy efficiency is measured for the maximum number of iteration. The efficiency can be higher if they are measured for the average number of iterations. Furthermore, polar decoder complexity increases nonlinearly with the block length N on the contrary to the LDPC decoder’s linear complexity.
Observations and Proposals 
In this contribution, we present some simulation results to evaluate the error-correction performance of LDPC and Polar codes. In addition, analytic complexity comparison and implementation complexity are provided. 

Observation 1: The complexity of SCL decoder of polar codes increases faster than linearly with the list size . The polar decoder with can be too complex compared with the LDPC decoder. 
Observation 2: The complexity of suboptimal LDPC decoders is comparable to those of polar decoder with  for short codes and  for long codes.
Observation 3: It is fair to compare the performance of different codes with the list size under the same operational complexity. The polar decoder with  for  and the one with  for  shall make a reasonable comparison with LDPC decoders. 
Observation 4: Under similar computational complexity, the QC LDPC code performs slightly better than polar codes in terms of required SNR for 1% BLER.
Observation 5: According to the comparison based on the open literature, LDPC codes has 10.3 times and 20 times better in area and energy efficiency than that of polar codes, respectively.

Proposal 1: For fair comparison, we should compare the performance with taking into account the complexity.
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