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Introduction
In the RAN1 #85 meeting, it was agreed that companies providing evaluations or proposals for LDPC codes are encouraged to show how; 1) Multiple code rates and multiple code sizes would be supported, 2) Suitable granularity of  information block size and code rate would be supported, 3) To support HARQ with/without IR [1].
In [2], [3], Samsung proposed a quasi-cyclic (QC) LDPC code obtained by concatenating a small QC LDPC and many single parity-check codes. The proposed QC LDPC code is suitable for HARQ with IR since the multiple code rates can be easily supported by puncturing. Furthermore, the proposed QC LDPC code can support 1-bit granularity of information block sizes by combining the lifting and shortening. In other words, the length and rate flexibilities the proposed QC LDPC code is comparable to LTE turbo code [4]. 
In this contribution, we evaluate the performance and decoding complexity of the proposed QC LDPC code. The simulations results show that the proposed QC LDPC has a stable performance according to the change of information block sizes and code rates, whereas LTE turbo code has a little unstable performance in the case of high rates.  
Performance Evaluation of Flexible Quasi-Cyclic LDPC Codes 
1 
2 
Simulation Assumptions
In the RAN1 #84bis meeting, the following simulation assumptions for eMBB are agreed: 
	Evaluate the block error rate (BLER) performance versus SNR

	Channel
	AWGN

	Modulation
	QPSK, 64QAM

	Coding Scheme
	Turbo
	LDPC
	Polar

	Code rate
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm
	Max-log-MAP
	min-sum
	List-X

	Info. block length
(bits w/o CRC)
	100, 400, 1000, 2000, 4000, 6000, 8000 
Optional(12K, 16K, 32K, 64K)



However, we conduct simulations for more variable information block sizes () as follows:
i)  the granularity of the information block size = 8 bits,
ii)  the granularity of the information block size =16 bits,
iii)  the granularity of the information block size = 32 bits,
To evaluate the performance of proposed QC LDPC code and LTE turbo code, simulation results over an AWGN channel are presented in Figures 1, 2, …, 9 in Section 2.2. 
iv) LDPC code: Max. 12 iterations, Layered scheduling, Sum-Product Algorithm, Offset Min-Sum
v) Turbo code: Max. 6 iterations, Normalized Max-log-MAP (normalized value 0.75) and Log-MAP 
     (Use 188 QPP interleaver)
Performance Comparison of LDPC and LTE Turbo Codes 

[image: ]
Figure 1. Required SNRs for achieving BLER 1% according to information block sizes (CR=1/5, QPSK) 
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Figure 2. Required SNRs for achieving BLER 1% according to information block sizes (CR=1/3, QPSK) 
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Figure 3. Required SNRs for achieving BLER 1% according to information block sizes (CR=2/5, QPSK) 
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Figure 4. Required SNRs for achieving BLER 1% according to information block sizes (CR=1/2, QPSK) 
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Figure 5. Required SNRs for achieving BLER 1% according to information block sizes (CR=2/3, QPSK) 
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Figure 6. Required SNRs for achieving BLER 1% according to information block sizes (CR=3/4, QPSK) 
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Figure 7. Required SNRs for achieving BLER 1% according to information block sizes (CR=5/6, QPSK) 
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Figure 8. Required SNRs for achieving BLER 1% according to information block sizes (CR=8/9, QPSK) 
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Figure 9. Performance of LDPC and LTE Turbo codes (CR=8/9, K=1184, 5824, QPSK) 
Observation 1: The proposed QC LDPC code supports a stable performance according to the change of information block sizes and code rates, even though it has comparable length and rate flexibilities to LTE turbo code.
Observation 2: The proposed QC LDPC code can support fine granularity of information block sizes by combining the lifting and shortening.  
Observation 3: High rate LTE turbo code has a little unstable performance in terms of the change of information block sizes. 
Evaluation of MCS Performance of the Proposed QC LDPC Code  
For system flexibility, a channel coding scheme should provide a stable performance at wide range of SNRs. Furthermore, since a measure of evaluating the flexibility is MCS (modulation and coding scheme) performance, we conduct simulations for MCS performance of the proposed QC LDPC code and the results are presented in Figure 10. Simulation parameters are as follows: 
vi) Number of physical resource block (PRB) 
vii) Number of resource elements assigned to PDSCH per PRB = 142 (No. of QAM symbols = 710)
viii) Information block sizes, modulation orders and code rates in LTE MCS/TBS tables of [4].
For your reference, the comparison results between the proposed QC LDPC and LTE turbo codes are presented in Figures 11 and 12. 
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Figure 10. MCS performance of the proposed QC LDPC code (LTE MCS/TBS) 
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Figure 11. MCS performance of LTE turbo code (LTE MCS/TBS) 
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Figure 12. Comparison of MCS performance between the proposed QC LDPC and Turbo codes 

[bookmark: _GoBack]Observation 4: MCS performance of LTE turbo and LDPC codes are comparable. Note that the performance of LDPC codes is obtained by only one parity-check matrix. If we adopt the QC LDPC code defined by multiple parity-check matrices, it can support much more stable and better performance. 
Observation 5: Consequently, the QC LDPC code constructed by concatenating a small QC LDPC and many single parity-check codes is suitable for HARQ with IR. 

Proposal 1: To support a flexible QC LDPC code comparable to that of turbo code, the lifting, shortening, and puncturing techniques should be adopted. 
Comparison of Computational Complexity
Tables 1 and 2 present computational complexities of turbo and LDPC codes for optimal and sub-optimal decoding algorithms, respectively. Some notation is defined as follows:
Notation 
: Information length, : Number of parity bits,
: Number of columns of Sub-Matrix 1 defined in Figure 2 of [3] (i.e., the code length of 11n-like code)
: Memory length of component code of turbo code, 
: Average variable node degree without degree-1 nodes in LDPC matrix used actually in decoding process, 
: Average check node degree of LDPC matrix used actually in decoding process, 
: Maximum iteration number.

Note that since degree-1 bits in LDPC codes just pass the message obtained from channels to neighbour check nodes in belief propagation decoding algorithm, only  additions are needed during variable node processing. 
Table 1 Theoretical computational complexity for optimal decoding of turbo, LDPC and polar codes
	
	Turbo (LOG-MAP) 
	LDPC (Sum-Product)

	Additions (1)
	(20×2m + 7)K
	2dv,1N1 + (2dc – 1)M

	Comparison (1)
	(8×2m – 4)K
	-

	LUT (6)
	(8×2m – 4)K
	2dcM


* Assuming that the computational costs of Addition: Comparison: LUT (Look-Up-Table) = 1:1:6
Table 2 Theoretical computational complexity for sub-optimal decoding of turbo, LDPC and polar codes
	
	Turbo (Normalized MAX-LOG-MAP) 
	LDPC (Offset Min-Sum)

	Additions (1)
	(12×2m + 11)K
	2dv,1N1 + 2M

	Comparison (1)
	(8×2m – 4)K
	(2dc – 1)M



Based on equations given in Tables 1 and 2, we compare the computational complexities of LTE turbo and proposed QC LDPC codes and present the results in Figures 13 and 14. We assume K = 6144 and , . As depicted in Figure 15, these iteration numbers are chosen for comparable decoding performance.
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Figure 13. Computational Complexity of Optimal Decoding (K=6144) 
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Figure 14. Computational Complexity of Sub-optimal Decoding (K=6144) 
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Figure 15. Performance of LDPC (Iter. = 12) and LTE Turbo Codes (Iter. = 6) (K=6144, QPSK) 

Observation 6: In the case of the proposed QC LDPC code, the higher code rate is, the lower computational complexity is. However, the complexity of turbo code is a constant, regardless of code rates. Furthermore, the proposed LDPC code always has lower computational complexity than LTE turbo code. 

Observations and Proposals 
In this contribution, we present the following observations and proposal for supporting flexible QC LDPC codes. 

Observation 1: The proposed QC LDPC code supports a stable performance according to the change of information block sizes and code rates, even though it has comparable length and rate flexibilities to LTE turbo code.
Observation 2: The proposed QC LDPC code can support fine granularity of information block sizes by combining the lifting and shortening.  
Observation 3: High rate LTE turbo code has a little unstable performance in terms of the change of information block sizes. 
Observation 4: MCS performance of LTE turbo and LDPC codes are comparable. Note that the performance of LDPC codes is obtained by only one parity-check matrix. If we adopt the QC LDPC code defined by multiple parity-check matrices, it can support much more stable and better performance. 
Observation 5: Consequently, the QC LDPC code constructed by concatenating a small QC LDPC and many single parity-check codes is suitable for HARQ with IR. 
Observation 6: In the case of the proposed QC LDPC code, the higher code rate is, the lower computational complexity is. However, the complexity of turbo code is a constant regardless of code rates. Furthermore, the proposed LDPC codes always have lower computational complexity than LTE turbo code. 

Proposal 1: To support a flexible QC LDPC code comparable to that of turbo code, the lifting, shortening, and puncturing techniques should be adopted.
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