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Introduction
At the RAN1 #84bis meeting, it was agreed that [1]
· Candidates for 5G new RAT data transmission are identified as the following
· [bookmark: _GoBack]LDPC code 
· Polar code 
· Convolutional code (LTE and/or enhanced convolutional coding)
· Turbo code (LTE and/or enhanced turbo coding)
· Note: It is RAN1 common understanding that combination of above codes is not precluded
· Note: Outer erasure code is not precluded
· Selection of 5G new RAT channel coding scheme(s) will consider,
· Performance
· Implementation complexity
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s))) 

The purpose of this this contribution is to provide the summary of analysis on performance, complexity, latency and flexibility of candidate channel coding in our contributions.

Summary of contribution for candidate channel coding
Table 1 presents the summary of analysis results in our contributions.
Table 1 Summary of analysis results
	
	Flexibility
	Performance
	Implementation complexity
	Supportable Tput with a single decoder

	
	
	
	Energy Efficiency
	Area Efficiency
	

	Turbo
	Supportable with almost stable performance
	Comparable for most of cases
	Poor
	LDPC is slightly better
	Poor

	LDPC
	Supportable with the most stable performance
	
	Good
	
	Very Good

	Polar
	Supportable
(FFS: Stable performance)
	
	FFS
	FFS
	Very Poor



Flexibility 
1.1 LDPC Codes
In [2], we introduce a lifting technique and discuss the design aspects of LDPC codes so as to show that LDPC coding is very flexible channel coding scheme comparable to turbo coding in terms of length-compatibility. We also introduce a simple and well-known structure and discuss the design aspects of LDPC codes so as to show that LDPC coding is very flexible channel coding scheme comparable to turbo coding in terms of rate-compatibility in [3].
The QC LDPC code in [4] can support variable information block lengths from a few tens to a few thousands by the lifting and shortening techniques in [2]. Furthermore, it can also support variable code rates from 1/3 to 8/9 by puncturing of bits, as described in [3].
Observation 1: QC LDPC codes can support variable information and code sizes by lifting. 
Observation 2: Based on the lifting, the granularity of information block sizes for QC LDPC codes is the number of some column blocks in the parity-check matrix. In other words, the information block sizes can be a multiple of the number of some column blocks. 
Observation 3: Combining the lifting and shortening, the granularity of information block sizes for QC LDPC codes can be 1 bit. 
Observation 4: For a given information block, the puncturing scheme can support rate-compatibility, i.e., length-compatibility on code size.
Observation 5: The structure of concatenating a QC LDPC code with high rate and multiple single parity-check codes makes it possible to create additional parity bits as much as needed. Therefore, it supports multiple code rates easily. Furthermore, the additional parity bits from the single parity-check codes can be created in parallel. Consequently, a concatenation scheme of a QC LDPC code with high rate and multiple parity-check codes is suitable for supporting HARQ with IR. 
Observation 6: The structure of concatenating a QC LDPC code with high rate and multiple single parity-check codes support an efficient rate-matching mechanism in the same manner as LTE standard. Consequently, the proposed concatenation scheme is suitable for supporting rate-compatibility. 
Observation 7: QC LDPC codes constructed by the lifting, shortening and puncturing support variable code rates efficiently.
1.2 Polar Codes
In [6], we show how turbo codes, LDPC codes, and polar code support eMBB communications with wide range of code rates and lengths. As a simple analysis, the number of bits required to describe each code structure is calculated.
[image: ]
Figure 1 Number of bytes required to described code structures
Observation 8: A large storage is required to describe polar encoders in order to support flexible message and block size. 
Performance
1.3 LDPC Codes and Turbo Codes
In contribution [4], we evaluate the performance and decoding complexity of the proposed QC LDPC code. The QC LDPC code in [4] can support variable information block lengths from a few tens to a few thousands by the lifting and shortening techniques in [2]. Furthermore, it can also support variable code rates from 1/3 to 8/9 by puncturing of bits, as described in [3].
The simulations results show that the proposed QC LDPC has a stable performance according to the change of information block sizes and code rates, whereas LTE turbo code has a little unstable performance in the case of high rates.

[image: ]
Figure 2. Required SNRs for achieving BLER 1% according to information block sizes (CR=1/3, QPSK, AWGN)
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Figure 3. Required SNRs for achieving BLER 1% according to information block sizes (CR=8/9, QPSK, AWGN) 
Observation 9: The proposed QC LDPC code supports a stable performance according to the change of information block sizes and code rates, even though it has comparable length and rate flexibilities to LTE turbo code.
Observation 10: The proposed QC LDPC code can support fine granularity of information block sizes by combining the lifting and shortening.  
Observation 11: High rate LTE turbo code has a little unstable performance in terms of the change of information block sizes. 


We conduct simulations for MCS performance of the proposed QC LDPC code and the results are presented in Figure 10.
[image: ]
Figure 4. Comparison of MCS performance between the proposed QC LDPC and Turbo codes (AWGN) 

Observation 12: MCS performance of LTE turbo and LDPC codes are comparable. Note that the performance of LDPC codes is obtained by only one parity-check matrix. If we adopt the QC LDPC code defined by multiple parity-check matrices, it can support much more stable and better performance. 
Observation 13: Consequently, the QC LDPC code constructed by concatenating a small QC LDPC and many single parity-check codes is suitable for HARQ with IR. 
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Figure 5. Computational Complexity of Sub-optimal Decoding (K=6144) 
Observation 14: In the case of the proposed QC LDPC code, the higher code rate is, the lower computational complexity is. However, the complexity of turbo code is a constant regardless of code rates. Furthermore, the proposed LDPC codes always have lower computational complexity than LTE turbo code.

1.4 LDPC Codes and Polar Codes
In [5], we show the performance comparison results with taking into account their relevant complexity. We compare the operational complexities of the decoders of the LDPC and polar codes for NR channel coding.
[image: ]
Figure 6 Computational complexity of LDPC codes and polar codes (K =8000)
Observation 15: The complexity of SCL decoder of polar codes increases faster than linearly with the list size  The polar decoder with can be too complex compared with the LDPC decoder. 
Observation 16: The complexity of suboptimal LDPC decoders is comparable to those of polar decoder with  for short codes and  for long codes. 
Observation 17: It is fair to compare the performance of different codes with the list size under the same operational complexity. The polar decoder with  for  and the one with  for  shall make a reasonable comparison with LDPC decoders.
In [5], required SNRs for achieving BLER of 1% obtained via simulation are presented. 
[image: ]
Figure 7 Required SNRs for BLER of 1% of LDPC and polar codes with optimal decoding 
Observation 18: Under similar computational complexity, the QC-LDPC code performs slightly better than polar codes in terms of required SNR for 1% BLER.

Implementation complexity
1.5 LDPC Codes and Turbo Codes
In [7], we show that LDPC decoders have much better energy and area efficiencies than those of Turbo decoders (up to 25 times) according to existing results in literature. 
[image: ]
Figure 8: Energy and Area Efficiencies of Turbo and LDPC Decoders at High Code Rates
Observation 19: According to existing results in literature, LDPC decoders have much better energy and area efficiencies than those of Turbo decoders (up to 25 times). However, the researches in literature are based on IEEE 802.16e/802.11ad /802.15.3c LDPC codes which are much less flexible than LTE turbo code in terms of information block sizes and code rates. For fair comparison, we need to study on the implementation of a flexible LDPC code, comparable to LTE turbo code. 
In [7], we also provide energy and area efficiencies of LTE turbo code [12] and a length and rate comparable QC LDPC code [4]. For fair comparison, we compare LTE turbo code with a QC LDPC code supporting the same granularities for information block lengths and code rates as LTE turbo code as in Table 2.
Table 2 LDPC and Turbo Codes Scaling
	
	LDPC Codes
	Turbo Codes

	
	[10]
	Scaled flexible LDPC
	[11]
	Scaled Turbo

	Code Rate
	0.5
	0.333
	0.5
	0.889
	all
	all

	Core Area (mm2)
	0.575
	22.24
	22.24
	22.24
	1.392
	1.392

	Information length
	336
	6144
	6144
	6144
	6144
	6144

	Max Iteration
	7
	12
	12
	12
	5.5
	6

	Number of Layers
	4
	16
	12
	6
	-
	-

	Num. ones in H matrix
	2184
	84480
	67200
	21696
	-
	-

	Throughput (Gbps)
	4.625
	12.33
	16.44
	32.89
	0.692
	0.634

	Power Consumption (mW)
	272.9
	2639
	2799
	1807
	635
	635

	Area efficiency (Gbps/mm2)
	8.043
	0.555
	0.739
	1.479
	0.497
	0.456

	Energy efficiency (nJ/bit)
	0.059
	0.214
	0.170
	0.055
	0.918
	1.001



Observation 20: A flexible LDPC code, which supports length and rate compatibilities comparable to LTE turbo code, can be implemented with at least 5 times better energy efficiency than LTE turbo code. The higher code rate is, the much better energy efficiency can be obtained. 
Observation 21: The flexible LDPC code is constructed by concatenating a small QC LDPC with high rate and many single parity-check codes. Furthermore, a high rate LDPC code can be obtained by puncturing of single parity-check bits and can be decoded using a part of the parity-check matrix without the submatrix corresponding to the single parity-check bits. Therefore, the higher rate LDPC code is, the smaller parity-check matrix is used for decoding.
Observation 22: The flexible LDPC code can be implemented with slightly better area efficiency than LTE turbo code (1.2 ~ 3.2 times)

1.6 LDPC Codes and Polar Codes
In [5], we provide energy and area efficiencies of Polar code [13] and QC-LDPC code [4] based on [10] as in Table3. The QC-LDPC code is designed to be support variable length and variable rates as described in [4]. 
Table 3 LDPC Scaling and Polar Codes
	
	LDPC Codes
	Polar
(SCL, L=4)

	
	[10]
	Scaled flexible LDPC
	[13]

	Code Rate
	0.5
	0.5
	0.5

	Core Area (mm2)
	0.575
	1.47
	2.14

	Information length
	336
	512
	512

	Max Iteration
	7
	12
	-

	Number of Layers
	4
	12
	-

	Num ones in H matrix
	2184
	5600
	-

	Throughput (Gbps)1)
	4.625
	1.37
	0.2

	Power Consumption (mW)
	272.9
	233.2
	718

	Area efficiency (Gbps/mm2)
	8.043
	0.93
	0.09

	Energy efficiency (nJ/bit)
	0.059
	0.170
	3.6



Observation 23: According to the comparison based on the open literature, LDPC codes has 10.3 times and 20 times better in area and energy efficiency than that of polar codes, respectively.


Latency and Throughput 
The latency and throughput of Turbo, LDPC and Polar codes is analysis in [8]. Based on analysis, we provided the example of practical implementations as in Table 4.
Table 4 Example of practical implementation configurations
	Channel 
Codes
	Implementation Configurations
	Decoding Throughput
with a decoder
	Number of decoders 
required for 20Gbps

	Turbo
	LTE-Turbo Code
f = 600 MHz, I = 6, K = 6144, r = 2, P = 64
	3.2Gbps
	7

	LDPC
	16-layer LDPC code designed in [9]
f = 600 MHz, I = 15, K = 8000
	20Gbps
	1

	Polar
	Any Polar code with CA-SCL decoder
f = 600 MHz, L = 32, N = 8192
	200Mbps
	100



Observation 24: For turbo decoder, there is a trade-off among decoder throughput, power consumption, and coding performance.
Observation 25: Configurations of LDPC decoder for 20 Gbps support can be changed according to code-rate. For high code rate, LDPC decoder can easily support 20 Gbps throughput with low clock frequency. 
Observation 26: There is a performance/throughput trade-off between SC and SCL decoders. SCL decoders run slower because of added latency due to sorting operation. The performance gap is large though. 
Observation 27: For polar decoders, the throughput limit is dependent on the code rate. For a fixed clock frequency, a smaller rate results in a smaller upper bound for decoder throughput. 
Observation 28: Extremely high clock frequency is required to support 20Gbps (eMBB requirement) with a single polar decoder. 

Proposals 
In our contributions [2]-[8], we present the following proposals.

Proposal 1: To support the length-compatibility of QC LDPC codes comparable to that of turbo code, the lifting, shortening, and puncturing techniques should be adopted.
Proposal 2: A proponent of turbo codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation.
Proposal 3: A proponent of LDPC codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation
Proposal 4: A proponent of polar codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation.
Proposal 5: For fair comparison, we should compare the performance with taking into account the complexity.
Proposal 6: The QC LDPC codes constructed by concatenating a small QC LDPC code and single parity-check codes are recommended for implementing efficiently and supporting length and rate compatibilities. 
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