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1. Introduction 
In last RAN1 meeting, several channel coding candidates were discussed such as turbo/LDPC/Polar for EMBB, and including additionally TBCC for the URLLC/MMTC/control channels. 
In this contribution, we compare the schemes for EMBB, from a literature point of view, and provides some additional analysis on LDPC/Polar code. 
2. Comparison of coding schemes
In last meeting, the comparison of coding schemes from operations count and performance was discussed. One observation was that for AWGN channels and large block sizes, the three coding schemes (turbo/LDPC/Polar) have comparable link performance. In the rest of this section, we consider the aspects such as Throughput/area ratio, as well as power consumption, including published literature.
3. Literature survey
The throughput, area, support block sizes/rates, etc for different coding schemes are listed in Table 1 based on published literature. 
3.1.1. Throughput/Area
LTE turbo code decoder implementations are pretty mature in general, and reference [5] seems to be a reasonably well-optimized representative publication (with parallel decoding/ max-log-MAP with extrinsic scaling, etc) and it indicates throughput to area ratio close to 0.83 Gbps/sq.mm for turbo code.
For LDPC, the published literature is mainly based on 802.11n/802.16e/10G-T standards, where a limited set of block sizes/code rates is supported. Nonetheless, the principles of LDPC code design including IR-extensions and decoder implementations have also matured as has structured LDPC code design, Layered belief propagation with simplified Check Node Update algorithms, and optimizations for flexible block sizes support [12]. 
For the 802.11n LDPC code, the throughput to area ratio is ~3.7 Gbps/sq.mm [5] and it does not support HARQ-IR but does support a coarser set of block sizes and code rates. 
For illustrating the potential of LDPC, we also show the 10G-T standard decoder implementation which deliver a throughput of ~ 47.7 Gbps for one block size/code rate (~ 2048 coded bits,1700 info bits). While the 10G-T is not really a fair comparison with LTE, it shows the feasibility of LDPC achieving and exceeding data rates of tens of Gbps[7]. 
For Polar codes, a wider variety of algorithms are being studied for practical implementations and feasibility. 
· List = 1 Polar decoder corresponds to Successive Cancellation decoders, which are prone to weaker performance (relative to List Polar decoders) and is hence shown in Table 1 mainly for reference[8] (and hence not highlighted). 
· Large List size e.g. L= 32 is required for good performance from Polar codes. So far, it is not clear if there is a published Polar code implementation supporting list L=32. 
· The PC implementation with largest list size is from [10] which reports throughput of 0.45 Gbps at 7.47 sq. mm (@90nm), for an area efficiency of 0.06 Gbps/sq.mm. [9] shows another PC implementation with list size L=8 yielding an area efficiency close to 0.06 Gbps/sq.mm.Even if the area is normalized to account for the difference in process node, it does not seem clear for L=16 PC implementations to reach the same area/throughput numbers as LDPC or even turbo code. 
· Note that these PC implementation [10][9] also supports only one block size, which makes the LDPC 10G-T a fair implementation to compare against and it then seems List-PC implementations require significant improvement to reach same level as LDPC.  
Based on this, we highlight the following observations: 
Observation 1: List Polar code implementation with List size = 16 has throughput/area ratio of 0.06 Gbps/sq.mm
Observation 2: LTE turbo code has throughput/area ratio of 0.83 Gbps/sq.mm
Observation 3: 802.11n LDPC code can provide throughput/area ratio of 3.7 Gbps/sq.mm
  Table 1. Summary of Turbo/LDPC/PC implementations from literature.
	Code 
	Reference
	List
	CW Len
	Rate
	Proc(nm)
	Area(sq.mm)
	Freq(MHz)
	TP(Gbps)
	TP/Area
	Energy(pJ/bit)

	Turbo
	[4]
	n/a
	3*6144
	LTE
	45
	2.00
	600
	1.67
	0.83
	1500

	LDPC
	[5]
	n/a
	1944
	802.11n WiFI (1/2,2/3,3/4,5/6)
	45nm
	0.81
	815
	3.00
	3.70
	 

	LDPC
	[7]
	n/a
	2,048
	10G-T (one rate)
	65nm
	5.35
	700
	47.70
	8.91
	58.7 pJ/bit

	Polar
(List) 
	[10]
	16
	1,024
	0.5
	90
	7.47
	658
	0.46
	0.06
	 

	Polar (List) 
	[9]
	8
	1,024
	0.5
	90
	3.85
	637
	0.25
	0.06
	 

	Polar (SC)
	[8]
	1
	1,024
	0.5
	65
	0.69
	600
	1.86
	2.7
	115


3.1.2. Energy Efficiency
From Energy efficiency (J/bit) perspective, we again look at the cited reference to get an estimate. 
For turbo code, the energy/bit is 1500 pJ/bit, which is due to the fact that even for very high data rates, the decoder is always operating at mother code rate-1/3 (with a lot of LLRs set to 0), whereas for LDPC codes, the decoder operates on a higher mother code rate (e.g. ~8/9) which reduces the number of unnecessary computations due to puncturing. LDPC parity-checks could be used as an efficient early stopping rule. It is acknowledged that CRC-based stopping rules can be used for all coding schemes, including potentially LTE turbo code [4].
For Polar codes, the energy efficiency number available from literature is for the List L=1 SC decoder, and is not representative of practical polar code decoders (with L=32) for NR applications. Even with list L=1, the energy efficiency of polar decoders seems lesser than that of LDPC code. 
From energy efficiency perspective, we can observe that LDPC code can potentially offer better energy efficiency than turbo code and polar code.
4. Implementation related analysis
In this section, we look at some implementation related aspects for new candidate coding schemes. 
4.1.1.1. Polar code 
For Polar code, as described in previous section, list decoding seems to have significant implementation challenges, especially for EMBB type applications requiring larger throughputs at potentially sub-millisecond latencies. 
The successive cancelation (SC) decoder needs to store up to 2*N LLRs.  These are N channel LLRs and up to N internal LLRs, depending on the stage of decoding. For List decoder with L>1, it can be considered equivalent to L SC decoders running in parallel, whose behaviours (i.e. LLRs at each decoder node) diverge depending on the decoding path of each. Therefore the list decoder may need to store up to *N*L LLRs. Hence the memory storage is ~  N*L LLRs. Actually all of these LLRs are not required at all times in decoding, but there is at least one point in which all LLRs may be required. Moreover, based on implementations in literature [9], it is reported that memory takes up ~90% of the overall decoder area for list decoders, indicating that there is yet some work to be done to improve Polar decoding. 
List sorting at larger list sizes can add latency quickly, since the sorting operation has to perform prior to going to the next stage. The number of sorts required for polar code can be roughly estimated as K, wherein each sort operation takes 2L cycles (i.e. each sort operation has to sort 2L values) , which selects the best L paths, but not necessarily ordering the best L paths. Though there are some heuristic methods to minimize the number of sorts, adaptively extending/shortening list size through the decoding procedure, but it is not clear to what extent such methods can be adopted. 
Overall, based on the above, it seems polar code may not be a very strong candidate for EMBB high throughput scenario low latency scenario.
4.1.1.2. LDPC 
[bookmark: _GoBack]For LDPC, we look at the three major factors affecting complexity, namely memory, logic for check node update, and the permutation network for message routing [12]. For 802.11n LDPC, of the total area for the decoder, memory accounts for ~45%, CNU accounts for ~38%, and the permutation network accounts for ~6%. Thus, we use these three factors for deriving complexity. 

Memory
For LDPC codes, the main contributor to the memory is the number of edges required for the decoding of a codeword. Therefore, complexity can be controlled by limiting the number of edges when designing the parity-check matrices. For structured LDPC codes, the total number of edges are given E = EBM * zmax , where EBM denotes the number of edges in the base matrix, and zmax denotes the expansion. The number of edges can also be derived as a function of codeword length (N) and variable node degree (AVNdegree). In addition to Edge memory, additional storage may be required for storing intermediate estimate pre-CNU. 
Table 1 shows the comparison of number of edges in the parity-check matrixes from accompanying contributions [7][14] and for reference, 802.11n. The table shows that the memory consumed in LDPC decoder depends on the parity-check matrix dimensions (kb, zmax, and the mother code rate at the largest block sizes). Therefore, adding limitations on number of edges can be considered as a tool to reduce memory consumed [11]– this is analogous to LBRM adopted in LTE to reduced UE soft buffer storage. 
Comparing WiFi and eMBB high rate example (last column from Table 1), it is clear that there is a 3.6x increase in memory for EMBB, but the EMBB throughput also increases by ~ (320*89)/(81*96)  = 3.6x, which means the overall throughput area number does not get impacted by increased parallelism factor.
One more nice property of LDPC is that the limitation of edges can be used as a constraint during the design of multiple parity-check matrices with different combinations of shift size(s) and base matrix dimension(s). 
Table 1. Comparison of number of edges in parity-check matrix.
	 
	kb
	zmax
	Max Info Block size
	Total edges in BM mother rate
	Total edges in BM at high rate
	Total Edges in PCM at mother rate
	Total Edges at high rate

	eMBB [7]
	24
	320
	7680
	362 @r1/3 (<-r6/7)
	89 @ r-6/7
	115840
	28480

	URLLC/MMTC [14]
	8
	125
	1000
	174 @1/6 (<-r1/3)
	79 @1/3
	21750
	9875

	802.11n
 (r-5/6)
	20
	81
	1620
	96
	96
	7776
	7776






Check Node Update logic
The check node update logic depends mainly in the maximum shift size (zmax), and the range of check node degree (e.g. [min check node degree to max check node degree]. Comparing WiFi and eMBB high rate, it is clear that there is a 320/81 ~ 4x increase in CNU logic for EMBB, but the EMBB throughput also increases by ~ (320*89)/(81*96)  = 3.6x, which again means that the overall throughput area number does not get impacted by increased parallelism factor.
Permutation network 
Block sizes supported by LDPC is mainly driven by selected base matrix dimension and shift sizes. More shift sizes implies more support block lengths i.e. finer granularity. In this subsection, we look at the impact of supporting more shift sizes on the permutation network. A permutation network takes a vector of length-z and circularly shifts it by an integer j,  0<=j<z. 
The permutation network for message passing has been studied extensively over last decade. [12][13] show various methods of implementing the circular shift operation in hardware, including implementations of Benes network, barrel shifters, etc. Table 2 shows comparison of some examples for maximum shift size(zmax), and step size (B) compared with 802.11n implementations. 
If only one shift size zmax is to be supported, it requires roughly zmax * ceil(log2(zmax)) 2x1 muxes. Such a set-up can also support other shifts sizes that are factors of zmax. If B shift sizes to be supported are [1, 2…. B]*zmax/B, this can be achieved with a barrel shifter that requires roughly zmax*( zmax/B -1 + ceil(log2(zmax))) muxes.
Table 2. Permutation network Mux count normalized to 802.11n Mux count.
	zmax
	zmax/B
	B 
	Mux count normalize to WiFi
	Comment
	 Supported shift sizes

	81
	27
	3
	1
	802.11n
	 81,54,27

	125
	125
	1
	1.54
	 
	 125,25,5,1

	320
	320
	1
	5.08
	 EMBB
	 1     2     4     5     8    10    16    20    32    40    64    80   160   320 (Divisors of 320)

	320
	20
	16
	11.29
	 EMBB
	320,300,280,260,240,220,200,180,160,140,120,100,80,60,40,20, 
1     2     4     5     8    10    16    20    32    40    64    80   160   320 (Divisors of 320) 

	96
	4
	24
	4.23
	802.16e
	 96:-4:4

	1024
	1024
	1
	18.06
	 
	1024,512,256,128,64,32,16,8,4,2,1



Comparing WiFi and eMBB high rate example (with zmax =320, and B=1), it is clear that there is a 5x increase in permutation logic for eMBB example, but the EMBB throughput is also increases by ~ (320*89)/(81*96)  = 3.6x, which means that the overall throughput area number is not significantly impacted by support of larger parallelism factor and additional block sizes. However, B=1 limits the supported shift sizes to divisors of zmax. 
If a more flexible shift size support is desired, then (zmax = 320, B=16) could potentially support ~ 25shift sizes, requiring ~10x increase in permutation logic (while throughput increase is 3.6x). While this number seems large, in typical 802.11n implementation, permutation network contributes only 6% of the overall decoder area, which implies that the overall contribution of the permutation logic even with (zmax =320,B=16) is not very large (at max 10%). 
The figure below shows an example of support information block sizes (z * kb) for different base matrix dimensions and shift sizes (with zmax = 320, B=16). Matrices can be designed with suitable limitations on edge memory and limits on check node degree so that the benefit of high throughput and reduced hardware implementation complexity can both be achieved. 
[image: ]
Figure 1. Illustrating the set of supported block sizes for (zmax = 320, B=16) for different base matrix dimensions.

In summary, it is observed that with careful selection of LDPC code parameters, LDPC codes can provide good performance, as well as benefits in implementations with a reasonable granularity of supported block lengths. 
Observation 4: LDPC code can offer better throughput/area efficiency than turbo code and polar code.
Observation 5: Overall throughput/area benefit of LDPC can be maintained with suitable choice of supported shift sizes, base matrix dimension, and total number of edges.
Based on the above, we propose the following: 
Proposal: LDPC is adopted for EMBB high throughput scenario and large block lengths.
5. Conclusion
In this contribution, we compare the coding schemes, from a literature point of view, and provides some additional analysis on LDPC/Polar code EMBB case. We observe the following:
Observation 1: List Polar code implementation with List size = 16 has throughput/area ratio of 0.06 Gbps/sq.mm
Observation 2: LTE turbo code has throughput/area ratio of 0.83 Gbps/sq.mm
Observation 3: 802.11n LDPC code can provide throughput/area ratio of 3.7 Gbps/sq.mm
Observation 4: LDPC code can offer better throughput/area efficiency than turbo code and polar code.
Observation 5: Overall throughput/area benefit of LDPC can be maintained with suitable choice of supported shift sizes, base matrix dimension, and total number of edges.
Based on this, we propose the following: 
Proposal: LDPC is adopted for EMBB high throughput scenario and large block lengths.
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