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1. Introduction 
In the last RAN WG1 Meeting #85 and in the subsequent email discussion, the following agreements were made [1].
Agreement:
· When the UE performs Cat. 4 LBT, it uses the priority class signaled by the eNB 
· There is no additional restriction at the UE (other than the multiplexing rules defined in RAN2) on the type of the traffic that can be carried in the scheduled subframes.
· eNB shall not schedule the UE more subframes than what is needed to transmit all the traffic corresponding to the same LBT priority class or lower (i.e., with a lower number in the LBT priority class table) than the signaled LBT priority class based on the latest BSR and received UL traffic from the UE.
· The eNB is responsible for making sure that the mapping between QCI and LBT priority class is consistent with section 5.7.1 in TS 36.300.
· The eNB is expected to take the QCI with the lowest priority in the logical channel group into account when defining the LBT priority class for a logical channel group

Agreements:
· When the UE performs 25 microsecond LBT on an LAA SCell,
· There is no additional restriction at the UE (other than the multiplexing rules defined in RAN2) on the type of the traffic that can be carried in the scheduled subframes.
· eNB shall not schedule the UE more subframes than the minimum necessary to transmit all the traffic corresponding to the same LBT priority class or lower (i.e., with a lower number in the LBT priority class table) than the LBT priority class used by the eNB based on the DL traffic and the latest BSR and received UL traffic from the UE.
· The eNB is responsible for making sure that the mapping between QCI and LBT priority class is consistent with section 5.7.1 in TS 36.300.
· The eNB is expected to take the QCI with the lowest priority in the logical channel group into account when defining the LBT priority class for a logical channel group
In this contribution, we discuss a possible conflict between the existing Logical Channel Prioritization (LCP) in Section 5.4.3.1 in TS 36.321 [2] and the traffic multiplexing rule in Section 5.7.2 in TS 36.300 [3]. To this end, we propose a possible solution to resolve the conflict in our companion paper [4] in RAN 2, as the solution falls in the scope of RAN 2. Therefore, this current paper in RAN 1 for the purpose of information.
2. Conflict between LCP and traffic multiplexing rule
According to LCP in Section 5.4.3.1 in TS 36.321 [2], the MAC entity shall allocate resources to the logical channels in the following steps:
-	Step 1: All the logical channels with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a logical channel is set to “infinity”, the MAC entity shall allocate resources for all the data that is available for transmission on the logical channel before meeting the PBR of the lower priority logical channel(s);
-	Step 2: the MAC entity shall decrement Bj by the total size of MAC SDUs served to logical channel j in Step 1;
-	Step 3: if any resources remain, all the logical channels are served in a strict decreasing priority order (regardless of the value of Bj) until either the data for that logical channel or the UL grant is exhausted, whichever comes first. Logical channels configured with equal priority should be served equally.
In the above, Bj shall be initialized to zero when the related logical channel is established, and incremented by the product PBR × TTI duration for each TTI, where PBR is Prioritized Bit Rate (PBR) of logical channel j. However, the value of Bj can never exceed the bucket size and if the value of Bj is larger than the bucket size of logical channel j, it shall be set to the bucket size. The bucket size of a logical channel is equal to PBR × BSD, where PBR and BSD are configured by upper layers.
Following the steps described above, traffic will be multiplexed to construct a MAC PDU in the descending order in priority subject to the variable Bj of the corresponding logical channel. This mechanism is to guarantee the PBR of each logical channel while preventing lower priority channels being starved. After going through the logical channels once from highest to lowest priority, the remaining space in the MAC PDU, if any, will be filled with data from highest priority logical channel until there is no further room in the MAC PDU or there is no further data from the corresponding logical channel, i.e., throttling with the variable Bj does not apply in a repeated manner.
On the other hand, according to the traffic multiplexing rule in Section 5.7.2 in TS 36.300 [3], additional traffic corresponding to Channel Access Priority Class(s) > P may only be included in the DL transmission burst once no more data corresponding to Channel Access Priority Class ≤ P is available for transmission, where P is the priority class used when performing the LBT.
It is observed that the traffic regulation through the variable Bj in LCP in Section 5.4.3.1 in TS 36.321 to prevent the starvation of lower priority data indeed conflicts with the traffic multiplexing rule in Section 5.7.2 in TS 36.300 [3], which does not allow the multiplexing of lower priority data while high priority data is not exhausted. 
Observation: The traffic regulation through the bucket size mechanism in LCP conflicts with the traffic multiplexing rule, which does not allow the multiplexing of lower priority data while higher priority data is not exhausted.
3. Potential solution to resolve the conflict
Given the current buffer status report (BSR) mechanism, which is done per logical channel group (LCG), the eNB is unaware of the buffer status per logical channel granularity, whereas the PBR and BSD are set per logical channel and accordingly Bj is maintained per logical channel. It is not preferred to make modifications to existing BSR mechanism, i.e., per logical channel, considering the signaling overhead. A possible solution to resolve the conflict while minimizing the changes to existing mechanism can be not applying the traffic throttling using the bucket size mechanism when constructing a MAC PDU to be transmitted on LAA SCells. It seems it is also necessary for UEs to recognize the Channel Access Priority Class in Section 5.7.1 in TS 36.300 associated with each LCG in order to map the traffic in the descending order of the priority according to Section 5.7.2 in TS 36.300 when constructing a MAC PDU.
To this end, we made the following proposals in our companion paper [4] in RAN 2:
Proposal 1: The priority class for each of the LCG is provided in the RRC dedicated signalling.
Proposal 2: RAN2 to discuss whether the UE should follow the bucket size limitation of a logical channel when it comes to generating the TBS for unlicensed UL grant.
4. Conclusions
In this contribution, we discussed conflicts between the existing LCP and traffic multiplexing rule as in the following observation.
Observation: The traffic regulation through the bucket size mechanism in LCP conflicts with the traffic multiplexing rule, which does not allow the multiplexing of lower priority data while high priority data is not exhausted.
As a resolution of the conflict, we made the following proposals in our companion paper [4] to be submitted to RAN 2.

Proposal 1: The priority class for each of the LCG is provided in the RRC dedicated signaling.
Proposal 2: RAN2 to discuss whether the UE should follow the bucket size limitation of a logical channel when it comes to generating the TBS for unlicensed UL grant.
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