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Introduction
In RAN #71[1], the Study Item description on "Next Generation New Radio Access Technology" has been approved. URLLC (Ultra-Reliable and Low Latency Communications) is one of the scenarios for the new radio access technology (NR). The channel coding scheme for URLLC scenario is required to achieve  the BLER at  10-5 to meet the very high reliability requirement.  .

In this contribution we evaluate TBCC for the above scenarios, following the simulation assumptions agreed in [2].

TBCC codes
2.1 The list-Viterbi algorithm of TBCC
For TBCC evaluation, a native rate 1/3 code is used, and rate matching is achieved using either repetition or cyclic-buffer based puncturing with the 32-column matrix interleaver defined in LTE spec. The details are shown in Figure 1  below.


Fig. 1 The list-Viterbi algorithm of TBCC
The decoder [3] extends the received sequence to 3 times long in the first step.   In the terbi decoder, the sencod step isto find the initial state of starting List-Viterbi algorithm.  In each stage of the decoding proces, L paths are selected respectively for 64 states, which leads to the total of 64*L paths to be kept comparing to only L paths to be kept for Polar code. So the complexity of list decoder for TBCC is much higher than that for Polar code with the same list size.
2.2 The Viterbi algorithm with selective output of TBCC
In order to reduce the decoding complexity of TBCC, we propose a low complexity Viterbi algorithm with selective output decoding algorithm. The decoding algorithm is shown below.
Firstly, the decoder doubles the received sequence in length in the first step and implements Viterbi decoder.
The most reliable bits are choosen as the output of the decoder.
For conveniently, we using below notation for describing:
· k = info. block length,
· m = num of shift register
We denote V1={v11,v12,…,v1i,…,v1K} as the output sequence in the first time, and denote V2={v21,v22,…,v2j,…,v2K} as the output sequence in the second time.
Thee estimate vector of the decoder by Vout= {v21,v22,...,v2m,v1(m+1),...,v1k}is shown in Fig 2..


Fig. 2 The Viterbi algorithm with selective output of TBCC
Performance evaluation

1.1 Evaluation methodologies and assumptions
The evaluations are performed based on the agreed simulation assumptions in [4].  Some  parameters are left to be determined by each company.  The details are in the following
· TB: 	Tail Biting convolutional code with proposal algorithm
· ML: 	Tail Biting convolutional code with maximum likelihood algorithm
· TB_list: 	Tail Biting convolutional code with LVA
· Viterbi: 	Tail Biting convolutional code with typical Viterbi decoding
For conveniently, we using below notations:
· k = info. block length, 
· m = crc bits length, 
· K = k+m, 
· N = encoded block length after rate-matching
Note that the m-bit CRC bits are treated as the redundancy bits as agreed on the simulation assumption and are not included into the Eb/N0 calculating like below:


Where the M is the modulation order (log2[4,16,64],) and R is the code rate for k/N.
· Simulated cases
· [bookmark: OLE_LINK6][bookmark: OLE_LINK7]CASE 1: AWGN Channel, QPSK Modulation , design code rate={1/3}, information block length ={20, 40},  TBCC with proposal algorithm and maximum likelihood algorithm;
· CASE 2: AWGN Channel, QPSK Modulation, design code rate={1/3}, information block length ={20, 40}, list size=32, CRC length=16 bites, TBCC with proposal algorithm , list-Viterbi algorithm and Viterbi algorithm.
1.2 Evaluation results
· Performance
Then we give the performance between the proposal algorithm and the ML(maximum likelihood) algorithm. 
[image: ]
Fig. 3 The performance of TBCC between the proposal algorithm and the ML algorithm
From Fig3, we can see that the performance of proposal algorithm approximate the performance of the ML decoder. The complexity of the proposal algorithm is much lower than  that of the ML decoder.
Although the proposal algorithm without CRC has good performance as shown in Fig 3, the decoder needs external CRC bits to check the decoding result.  The comparison between LVA and proposal algorithm is done byappending the same size of CRC bits. (CRC bits are excluded from the Eb/N0 computation) .
[image: ]
Fig. 4 The performance of TBCC with different decoding algorithm
According to the simulation, the result show that the proposedl algorithm can achieve the best performance with the information length is 20 bits. When the information length is large than 20 bits, List VA can achieve betterperformance. 
· Compelxity
· Computation complexity
For ML algorithm, the decoder needs to search all the paths which the first state is the same as the last one.   The computation complexity of ML decoder is 64 times larger than the Viterbi algorithm when the register number is 6.
For the list-Viterbi algorithm, the decoder needs three Viterbi decoders to find the initial state in order to start LVA in the second step.  The computation complexity of LVA is 3 times larger than  thatthe Viterbi algorithm in the first step.  The list-Viterbi algorithm needs to do L times comparisons at the ASCUs which increases the complexity exponentially over the Viterbi decoder.
For the Viterbi algorithm with selective output, the decoder doubless the received sequence in length in the first step.  The proposal algorithm reduces the computation complexity over the list-Viterbi algorithm.
· Memory space 
The list-Viterbi algorithm need L times memories to store the path metrics in the second step.  The Viterbi algorithm with selective output does not need memories to store the path metrics.  The proposal Viterbi algorithm with selective output demands much less memory in storage comparing to that of list-Viterbi Algorithm.  .

Observation
· Observation1: The evaluation results show that the Viterbi algorithm with selective output can outperform typical Viterbi decoding at any information block size.
· Observation2: Proposed Viterbi algorithm achieves good performance with short information length and its performance is even better than list-Viterbi decoding algorithm for K= 20bits.
· Observation3: Proposed Viterbi algorithm enjoy much lower complexity than list-Viterbi decoding algorithm, which is preferable for mMTC and URLLC. 
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