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1 Introduction
Multi-user detector design is very important for non-orthogonal multiple access (MA). In RAN1#84bis, the evaluation method for multiple access evaluation was discussed and it is agreed that the receiver design and complexity should be reported [1]:
· For LLS, consider the following as evaluation metrics

· General

· BLER vs SNR reported for UL and DL calibration 
· BS and UE receiver complexity reported

· UL: 

· Sum throughput v.s. SNR at given BLER level under different overloading factor*.
· Link budget (MCL with specific data rate)
· Other metrics FFS (e.g., Maximum overloading factor v.s. SNR at given user throughput)
· DL:
· Rate region
· Optional: Sum normalized user throughput (normalized by throughput in orthogonal case); Sum throughput with minimum throughput constraint for some users
In this contribution, we will discuss about the receiver implementation of different NR MA schemes. In particular, we will show that by combining the sparse pattern and SIC feature with ML detection, the low complexity SIC-MPA receiver can strike a good balance between link performance and implementation complexity for sparse spreading based MA schemes. 
2 Discussion
2.1 Overview of NR MA receivers
For all the non-orthogonal MA schemes, multi-user detector is needed at the receiver side to decode multiple users/layers superposed together. Up to RAN1#85, 12 different MA schemes have been proposed, and we summarize their features and candidate receivers as follows. 
	Index
	MA scheme
	Reference
	Symbol level spreading
	Sparsity
	Candidate Receivers

	1
	SCMA
	[2]
	Yes
	Yes
	Turbo-MPA, SIC-MPA

	2
	PDMA
	[3]
	Yes
	Yes
	Turbo-MPA

	3
	LDS-SVE
	[4]
	Yes
	Yes
	Turbo-MPA

	4
	IGMA
	[5]
	No
	Yes
	ESE-PIC, MAP with IDD

	5
	NOMA
	[6]
	No
	No
	CWIC, MAP with IDD

	6
	MUSA
	[7]
	Yes
	No
	MMSE-SIC

	7
	NCMA
	[8]
	Yes
	No
	MMSE-SIC

	8
	NOCA
	[9]
	Yes
	No
	MMSE-SIC

	9
	LSSA
	[10]
	Yes
	No
	MMSE-SIC

	10
	RSMA
	[11]
	Optional
	No
	MMSE-SIC, MF-SIC

	11
	IDMA
	[12]
	Optional
	No
	ESE-PIC

	12
	LCRS
	[13]
	Optional
	No
	ESE-PIC


2.2 Discussion on some candidate receivers
Among all the candidate receivers, the simplest is the SIC receiver (SLIC or CWIC) that decodes users/layers one after another. At each stage of SIC receiver, one or multiple users/layers are decoded, and if the decoding is successful the signal of the users/layers is cancelled. SIC receiver works well when the received SNR among users/layers are quite different from each other. However, it suffers when the SNR difference is not obvious between users/layers, in which case error propagation happens. During each stage of SIC receiver, linear receivers (e.g. MF, or MMSE) can be applied to enhance the signal strength of target users/layers and reduce inter-user/layer interference. However, the linear receivers suffer when the channel correlation between users is high.
Compared with the SIC receiver, the PIC receiver decodes users/layers in parallel. At each stage of PIC receiver, all the users/layers are decoded and the decoding results are feedback as prior information for next stage. Linear receivers or other simple receivers (e.g. ESE [5]) can be applied at each stage. But as a single user/layer can be decoded for many times by the FEC decoder, which is usually the complexity bottleneck, the PIC receiver will have higher complexity than SIC receiver.  
On the other extreme of the candidate receivers is the ML receiver (MAP or full MPA) that jointly decodes all users/layers. For multiple access techniques that employ sparse codebook design (e.g. SCMA), MPA receiver can achieve close to joint ML detection performance, while the complexity of MPA receiver compared with the original ML receiver is greatly reduced. Moreover, it does not have constraint of SNR difference at the receiver, and is robust to channel correlation between users. However, the complexity of full MPA receiver is higher than pure SIC receiver. 
To strike a good balance between link performance (close to ML detection and robust to channel imperfection) and implementation complexity (the complexity of the receiver), the features of SIC with MPA can be combined to have a SIC-MPA receiver. Specifically, MPA is first applied to a limited number of layers, so that the number of colliding layers over each RE does not exceed a given threshold value [image: image2.png]


, which are referred to as MPA layers. Then, the successfully decoded MPA layers are removed by SIC and the procedure continues until all layers are successfully decoded or no new data layer gets successfully decoded by MPA. Due to the fact that MPA is used for a limited number of layers instead of all the layers, the decoding complexity is greatly reduced. Note that for [image: image4.png]


, SIC-MPA becomes full MPA, while [image: image6.png]


, SIC-MPA reduces to pure SIC receiver. 
All the candidate receivers mentioned above are further compared in terms of complexity order and the details are given in the Appendix.
Observation 1: Different receiver techniques such as SIC, PIC, MPA, MMSE, and their combined use can provide tradeoffs between link performance and implementation complexity.
2.3 Complexity Analysis 
In this section, we analyze the order of complexity for SIC-MPA receiver, and MMSE-SIC receiver and full MPA receiver as baselines. Table 1 gives the explanation of the key parameters, and Table 2 summarizes the complexity analysis results for different receiver types. Note that the complexity order provided in Table 2 only includes the dominant terms, and the detailed number of calculations depends heavily on the choice of specific hardware implementations.  
Table 1: Key parameters in the complexity order analysis.
	Parameters
	Description
	Example values
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	Number of receiver antennas
	2, 4, 8, etc.
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	Spreading length of a spreading block
	4, 8, etc.
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	Number of users/layers
	UL: 6, 12, etc.
DL: 2, 3, etc.
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	Including inner-loop and number of MPA rounds
	6, 9, 18, etc.
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	Number of projection points on the constellation for [image: image13.png]log, M



 bits mapping ([image: image15.png]


)
	4 ([image: image17.png]


), 
9 ([image: image19.png]M= 16)
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	degree-of-freedom of  FN i in full-MPA implementation, representing the number of symbol collisions on the ith RE in the spreading block
	3, 6, etc.
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	Maximum degree-of-freedom allowed in SIC-MPA receiver, representing the maximum number of symbol collisions left for MPA decoding in the SIC-MPA receiver
	1, 2, 3, etc.
(note [image: image23.png]


, equivalent to SIC, [image: image25.png]de = max; d(i)



, equivalent to MPA)


Table 2: Summary of complexity analysis of different receiver types.
	Rx Type
	Operation Complexity Order per spreading block
(Only dominant part considered)

	MMSE-SIC (baseline)
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	MPA (baseline)
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	SIC-MPA
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2.4 Numerical examples for complexity comparison 
In the following, we present numerical examples to show the complexity comparison between different receivers, respectively. The examples are based on SCMA that has been proposed in [2]. Use of other MA schemes and the same receiver would yield similar trends and observations.
Table 3: Typical values for SCMA parameters and results for complexity order comparison.
	SCMA Parameter
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	MMSE-SIC
	MPA
	SIC-MPA

	Value Set 1
	2
	4
	6
	9
	4
	3
	2
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	Complexity ratio compared with baseline
(SIC-MPA over baseline)
	18.75% / 5.3x efficiency
	25% / 4.0x efficiency
	--

	Value Set 2
	4
	4
	12
	18
	4
	6
	2
	[image: image39.png]0(49152)
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	Complexity ratio compared with baseline
(SIC-MPA over baseline)
	2.34% / 43.5x efficiency
	0.4% / 256.0x efficiency
	--

	Value Set 3
	2
	4
	6
	6
	4
	3
	1
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	Complexity ratio compared with baseline
(SIC-MPA over baseline)
	3.13% / 32x efficiency
	6.25% / 16.0x efficiency
	--


To validate the performance of SIC-MPA, LLS was conducted with the two set of parameters given in Table 3 for 12RB bandwidth and 4RB bandwidth, respectively. The target spectrum per user is set to 0.25 bps/Hz, and C84 ([image: image46.png]


) codebook is used. 
According to Figure 1 and Figure 2, the SIC-MPA receiver implies almost no performance penalty compared to the full MPA receiver for both cases, where the [image: image48.png]


 is 2. According to Figure 3, when target spectrum per user is lower (less than 0.15 bps/Hz), even with [image: image50.png]


, the SIC-MPA receiver can have almost the same performance as the full MPA receiver. Note the SIC-MPA receiver with [image: image52.png]


 is equivalent to a pure SIC receiver, and the complexity is about 1/4 of SIC-MPA with [image: image54.png]


, and is exactly the same as that of LTE demapping in each stage of SIC reciever. 
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Figure 1：Performance comparison between full MPA receiver and SIC-MPA receiver in UL, Value set 1 and 12RB bandwidth.
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Figure 2：Performance comparison between full MPA receiver and SIC-MPA receiver in UL, Value set 2 and 4RB bandwidth.
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0.05 bps/Hz, full MPA

0.05 bps/Hz, SIC-MPA, df=1

0.075 bps/Hz, full MPA
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Figure 3：Performance comparison between full MPA receiver and SIC-MPA receiver in UL, Value set 3 and 12RB bandwidth.
Observation 2: The complexity of SIC-MPA is lower than MMSE-SIC for most scenarios with applications interest, while the performance gap between SIC-MPA and MPA is found to be negligible.  
3 Conclusions

In this contribution, we discussed the transceiver implementation and complexity analysis of SCMA. We obtained the following observations.
Observation 1: Different receiver techniques such as SIC, PIC, MPA, MMSE, and their combined use can provide tradeoffs between link performance and implementation complexity.

Observation 2: The complexity of SIC-MPA is lower than MMSE-SIC for most scenarios with applications interest, while the performance gap between SIC-MPA and MPA is found to be negligible.  
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Appendix: Different Receiver Types
1. SIC Receiver
SIC receiver is one class of multi-user (or data layer) receiver that treat all the other undecoded users/layers as interference when decoding one target user/layer. Depending on in which step the cancelation is done, it can be implemented as either symbol level IC (SLIC) or codeword level IC (CWIC). 
In general, for the decoding of each target layer, the following steps are needed: 
· User selection. Ordering (the selection of decoding order for each user/layer) is important for any type of SIC receivers. This is because the eariler a user/layer to be decoded, the larger the residual interference it faces with and the higher would be the probability of error propagation.
· MIMO equalization. Depending on whether the equalization takes into consideration the cross-tone correlations, there are single-tone MIMO equalization and multi-tone MIMO equalization.
· Demapping. After MIMO equalization, the remaining procedure is single user/data layer demapping. 
The abstract diagram for SIC receiver with  CWIC implementation is shown in Figure 8.
2. MMSE-SIC Receiver

This receiver takes advantage of the correlation both over antenna domain and code domain, provided that the transmit signal is correlated over the spreading block. MMSE-SIC would be a good choice when linear spreading is used. In this case, the covariance matrix can be written in the form of [image: image59.png]SSH



, where [image: image61.png]


 denotes the signature vector. MMSE-SIC is the baseline receiver for our complexity analysis. The decoding complexity of MMSE-SIC is mainly dominated by MIMO equalization, which involves calculation of the inverse covariance matrix of size [image: image63.png]Nz, SF X Ng,SF



 for all spreading blocks with the total complexity of [image: image65.png]O(N:,.SF3Nyg)



 per spreading block, where [image: image67.png]SF



 denotes the spreading factor and [image: image69.png]


 denotes the number of Rx antennas, and [image: image71.png]


 denotes the total number of users to be decdoed.  It can be seen that the complexity of MMSE-SIC grows rapidly with the number of Rx antennas.
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Figure A-1: The abstract structure of the CWIC SIC receiver
3. Full MPA Receiver
Instead of decoding the users one by one as in SIC receiver, MPA receiver decodes all users/layers jointly. Thanks to the sparseness in the codebook design of SCMA, we can use MPA receiver to achieve close to joint ML detection performance for multi-users with greatly reduced complexity.
[image: image73.emf]
Figure A-2: The abstract structure of the MPA receiver
The MPA algorithm is performed on the tanner graph constructed by the codebook. Every FN (representing RE) and VN (representing data layer) which is connected in the tanner graph makes a FN-VN pair. MPA starts with the initial conditional probability calculation at each FN. Received signal on each RE, channel estimation on each RE from each user, as well as the noise estimation on each RE are all needed as input in this step. Then it enters message passing iterations between FNs and VNs along the edges. There are two steps for each iteration, referred to as FN update and VN update, respectively, which are done independently for each FN-VN pair. After enough iterations, log-likelihood-ratio (LLR) for coded bits are calculated based on the codeword probability and output at the VN and serve as the input to the turbo decoder thereafter. The MPA iteration process is represented in the following figure.
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Figure A-3: The iteration process of MPA.
Though MPA receiver can achieve close to ML performance with orders less complexity compared with ML receiver, the original MPA receiver still has much higher complexity than SIC receiver, especially when the modulation order is high or the number of users is high. 

The main complexity of MPA receiver is determined by calculating exp(.) terms for all combinations at each FN (before the message passing algorithm) and FN update (during message passing algorithm) which depends on the number of layers colliding over each FN. The complexity order of the receiver, per spreading block, can be expressed as [image: image76.png](Nieor B35, M2



 , where [image: image78.png]Nitor



 denotes the total number of iterations (inner and outer loop),  [image: image80.png]


 denotes the number of projection points on the constellation for [image: image82.png]log, M



 bits mapping ([image: image84.png]M=M,



), and [image: image86.png]d(i)



 denotes the number of collisions over the ith FN.
4. SIC-MPA Receiver
The SIC-MPA receiver is the combination of SIC receiver and MPA receiver, and is developed as a reduced complexity implementation of the original MPA receiver. More specifically, MPA is first applied to a limited number of layers, so that the number of colliding layers over each FN does not exceed the threshold value [image: image88.png]


, which are referred to as MPA layers. Then, the successfully decoded layers are removed by SIC and the procedure continues until all layers are successfully decoded or no new data layer gets successfully decoded in MPA. The receiver structure is illustrated in Figure 11. Due to the fact that MPA is used for a very limited number of layers instead of all the layers, the decoding complexity is greatly reduced.
[image: image89.emf] 

…

received 

symbols

Original

MPA

FEC

Decoding

…

decoded bits

…

Signal

Rebuild

… …

Original

MPA

FEC

Decoding

…

decoded bits

…

Signal

Cancel

…

…

Signal

Rebuild

… …

Signal

Cancel

Original

MPA

FEC

Decoding

…

decoded bits

… …

…

SIC  - MPA

Second Stage

First Stage

Third Stage


Figure A-4: Abstract structure of SIC-MPA receiver.
The main complexity of SIC-MPA receiver is determined by calculating exp(.) terms for all signal combinations for the MPA layers at each FN (before the message passing algorithm) and FN update (during message passing algorithm) for the MPA layers which depends on the number of  colliding layers over each FN. These calculations are for each MPA round. The complexity order of the receiver, per spreading block, can be expressed as [image: image91.png]0 (SF - Nigor M)
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 denotes the total number of iterations (including inner-loop and number of MPA rounds), [image: image95.png]


 denotes the number of projection points on the constellation for [image: image97.png]log, M
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