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Introduction
[bookmark: _GoBack]In RAN#71, the technology study item for 5G new RAT has been approved [1].  Channel coding scheme is one of the important items. In RAN1#84B, the numerology on channel coding evaluation for 5G new RAT has been defined for both URLLC and eMBB [2]. There are four candidates including convolutional codes, LDPC, Polar and Turbo codes. In this document, we will provide the high-level description of Polar codes and introduce the construction of different code rates with variable block size. 
General description of Polar codes
[bookmark: _Ref378529477]Polar codes are invented by Erikan in 2008 [3]. They are the first codes with an explicit construction to provably achieve the channel capacity for symmetric binary-input discrete memoryless channels.  The capacity can be achieved with a simple successive cancellation (SC) decoder. Different from Turbo codes and LDPC, the code construction of Polar codes are depending on the channel quality. The accuracy of the channel estimation may affect the construction of Polar codes and may cause performance loss.
[image: ]
Figure 1 the structure of encoder for Polar codes
The typical encoder structure of Polar codes is depicted in Figure 1. All the sub-channels are allocated into two subsets - best sub-channels and worst sub-channels based on the error probability of each sub-channel. The information bits are put on the best sub-channels while the frozen bits with zero values are put on the worst sub-channels. The bit-reversal permutation is added to make the output bits of the decoder in sequence. The encoding is done after multiplying the Hadamard matrix.  It is easily seen that the Polar codes are one kind of block codes. The generator matrices of polar codes are comprised of the rows of Hadamard matrix.  The rows corresponding to low error probabilities of SC decoder are selected for information bits while the left rows are for frozen bits.
Besides the SC decoder, list SC decoder can help Polar codes achieve the maximum likelihood (ML) performance [4].  If CRC is attached for code word, CRC aided list SC decoding scheme (CA-SCL) can be used to further improve the performance. On the other hand, the overhead of CRC cannot be neglected when the number of information bits are not large enough. It is tradeoff between the performance gain and the overhead.  
Codes for different operating rates and variable block sizes
To provide full range of spectral efficiency required by 5G, the code rates should be in large range. For Polar codes, the number of information bits corresponds to the size of the best sub-channels. Because the size is arbitrary number less than the code length, the number of the information bits can also be arbitrary number less than code length. This implies that it is quite easy for Polar codes to construct variable code rates in large range. 
Polar codes can be looked as block codes (N, K) with N for code word length and K for number of information bits. It is flexible to select number of information bits K. However, the code word length N must be power of 2 in original design. In practical system, the block size should be flexible to the variable resource sizes. It is easy to use different sizes of Hadamard matrices for generating variable block sizes. In addition, puncturing is a feasible solution to obtain the code words whose block lengths are not power of 2. Because the performance of Polar codes is degraded with puncturing, it is very important to find a suitable puncture pattern with good performance. In this document, we will introduce an efficient puncture scheme to provide variable block sizes. 
Puncture schemes for Polar codes
In this section, we will introduce two puncture schemes: unknown-bit puncture scheme and known-bit puncture scheme [5]. Both of them can share the same puncture patterns.
Puncture patterns
The puncture pattern can be obtained by the following. The generator matrix for polar codes with block length of N can be expressed as 






Where  is the bit-reversal permutation and  is is the Kronecker power.  The basic matrix F is (1 0; 1 1).  Because the bit-reversal permutation just changes the index of the rows, we can analyze the matrix of  instead.  The matrix of  can be expressed as 






Suppose the desired block length is M, the last N-M columns of the matrix  will be removed. This implies that the last N-M rows are removed at the same time. Because the puncture starts from the last column of the matrix to left one by one, the value of the punctured bits will be known with value of zeros as long as the last M-N information bits are set as frozen bits with value of zeros. . In this case, the initial puncture pattern will be with N-M zeros. The puncture pattern P will be by bit-reversal permutation. It is noted that this puncture pattern P is similar as uniform puncture pattern.
Punctured bits as unknown-bit
Suppose density evolution or Gaussian approximation is used for Polar codes construction [6] [7]. In this scheme, the last N-M bits of input vector are set as zeros and the K good channels are selected for information bits after density evolution or Gaussian approximation. The left N-K bad channels are filled with 0s called frozen bits. The N-M punctured bits are punctured before transmission in encoder. In the decoder, the initial LLRs of the N-M punctured bits are set as 0s.
Punctured bits as known-bit
Suppose density evolution or Gaussian approximation is used for Polar codes construction. In this scheme, the last N-M bits of the input vector are set as infinity and the K good channels excluding the channels corresponding to N-M frozen bits are selected for information bits after density evolution or Gaussian approximation. The left N-K bad channels are filled with 0s called frozen bits.  The N-M punctured bits are punctured before transmission in encoder. In the decoder, the initial LLRs of the N-M punctured bits are set as infinity.  
It is observed that the performance of known-bit puncture outperforms unknown-bit puncture when the code rate (K/M) is larger than half.  
Conclusions
In this contribution, our proposal is as following:
Proposal 1: Puncturing schemes should be a candidate solution for Polar coder supporting variable block sizes
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