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1 Introduction
In last RAN #71 meeting, the study item, ‘New Radio Access Technology’ was approved [1] aiming to develop a new radio access technology to meet a broad range of use cases including enhanced mobile broadband, massive MTC, and ultra reliable and low latency communications. In RAN1 #84b, the following was agreed
· Study enhanced massive MIMO analog/digital/hybrid beam-forming.

One important aspect of massive MIMO is to enhance the capacity on both downlink and uplink. There has been much effort to increase the data rate from the first release of LTE (Rel-8) in 3GPP. In LTE Rel-10, the number of layers for spatial multiplexing was extended to up to eight layers. In LTE Rel-12, the support of 256 QAM on downlink was further specified. Moreover, the support of 256 QAM on uplink is being discussed as a part of WI on uplink capacity enhancements [2]. The DL Category 17 for a UE is defined to support 8 layers with 256 QAM [3].
It is expected that at least 8 layers with 256 QAM is also specified for new RAT (NR) to provide at least similar or better performance than LTE in terms of spectral efficiency. One may not fully exploit, however, the benefit of such high spectral efficiency if a UE uses the conventional MIMO linear receivers such as zero-forcing (ZF) or MMSE receiver since there is a non-negligible gap between the performance of those linear receivers and the optimal performance.
This contribution will introduce a new promising MIMO receiver that can provide very good performance for high spectral efficiency (but not limited to) with similar complexity as that of conventional linear receivers. 
2 Conventional MIMO receivers
[bookmark: _GoBack]In MIMO systems, the transmitted signals from multiple transmit antennas are mixed up in spatial domain while passing through the channel. The complexity of MIMO receivers mainly arises from this coupling of the transmitted signals at the receiver. There are two types of conventional MIMO receivers for dealing with the coupled signals: linear receivers and non-linear receivers. Conventional linear receivers first separate out the transmitted signals using linear equalizer and then individually detect and decode data streams at each antenna. On the other hand, in case of non-linear receivers, the observed signals of multiple receive antennas are jointly processed for detection and decoding. 

1 
2 
Linear receivers
Zero-forcing (ZF) receiver
The ZF receiver (or decorrelator) first inverts the channel matrix by setting the equalizer of the receiver as pseudoinverse of the channel matrix, which effectively transforms MIMO channels into interference-free parallel SISO channels. Then, each data stream can be separately detected and decoded by SISO decoder. In spite of its low complexity, the main drawback of ZF receiver is that severe noise amplification can be incurred during the inversion operation, which results in a significant degradation of the system performance.
MMSE receiver
The approach of MMSE receiver is almost the same as that of ZF receiver, except the fact that the equalizer is now replaced by the regularized channel inversion matrix designed with taking account of noise amplification. Since the effect of possible noise amplification is reflected, the MMSE receiver can outperform the ZF receiver especially in the low SNR regime. However, due to the inherent characteristic of the inversion operation, the noise amplification can again be significant, especially when the channel matrix is near singular.  
MMSE-SIC receiver
The performance of MMSE receiver can be improved by combining with successive interference cancellation (SIC). For the symbol-level SIC case, after a symbol is detected, its contribution is subtracted from the received signal prior to the detection of the next symbol. On the other hand, for the codeword-level SIC, symbols are first detected by applying an MMSE filter, and then codewords are sequentially decoded, that is, after a codeword is decoded, it is subtracted from the received signal prior to the decoding of the next codeword. Both symbol-level and codeword-level SIC can increase the effective SNR, which gives the improved performance over the MMSE receiver. However, the performance of MMSE SIC receiver may be degraded as the number of antennas increases since the performance gap between the linear MMSE detection and maximum likelihood (ML) becomes large as the number of antennas increases.

Non-linear receivers
ML receiver
Clearly, ML receivers that perform an exhaustive search for the most likely transmitted signal vector yield the best performance. However, since its complexity is exponentially proportional to the product of the number of antennas and the cardinality of modulation constellation, if the number of antennas is large and/or the modulation order is high, this method is not practically feasible due to the complexity constraint.  
Sphere decoding receiver
The complexity of the ML receiver can be significantly reduced by restricting the search space. Sphere decoding receiver first determines the radius of a sphere and then only searches among candidates that lie inside the sphere of radius instead of searching all possible constellations. However, in practice, the complexity still becomes high for the MIMO system with a large number of antennas and high modulation order.

Observation 1: The conventional low-complexity linear receivers such as ZF, MMSE, and MMSE-SIC receivers show poor performance, especially when the number of layers is large.
Observation 2: The conventional non-linear receivers such as ML and sphere decoding receivers provide good performance but require very high complexity, especially when the number of layers is large and the modulation order is high.
3 Integer-forcing linear receiver
As another approach to MIMO receiver, a new MIMO linear receiver scheme, called integer-forcing (IF), has been recently proposed in [4]. In contrast to conventional linear receivers, the IF receiver first creates an effective channel with integer-valued coefficients and then attempts to directly decode integer linear combinations of transmitted encoded code blocks (i.e., coded streams for code blocks) instead of decoupling them, using the fact that these linear combinations are themselves encoded code blocks.


For better understanding, consider the following 2x2 MIMO system. We assume that all channel coefficients are integer and  and  are independently encoded length-n binary code blocks of a linear code.


The ZF receiver obtains the following received signal after applying the channel inversion equalizer: 




We can see that the effective noise power for and are largely amplified by factors of 5 and 13, respectively. 


In the integer-forcing scheme, however, instead of decoupling the transmitted signals, each receive antenna attempts to directly decodes the integer linear summation of encoded code blocks, and , respectively, using the fact that they are also encoded code blocks due to the property of linear code. Then, the original data streams can be recovered by solving a linear equation in the absence of noise. Observe that no noise amplification is incurred during decoding process, which yields the performance gain over the conventional linear scheme. It has been shown in [4] that theoretical performance of integer-forcing receiver can very closely approach to that of ML receiver for the entire SNR range. 
 Although we assumed that channel coefficients are integers in the above example, in practice, channel coefficients have complex values in general. Therefore, the receiver should apply the inter-forcing equalizer that effectively creates an integer-valued channel matrix. Note that the integer matrix does not need to be the identity matrix and can thus be designed such that the noise amplification is minimized, unlike other conventional linear schemes (see Figure 1). 
Furthermore, in practice, transmitted signals would be modulated symbols rather than encoded code block bits and even for that case, the received signal at each receiver should be directly decodable in order to apply integer-forcing scheme. Since the bit-interleaved coded modulation (BICM) scheme, which is currently used in LTE, does not satisfy this property except for the BPSK transmission, coding and modulation mapping at the transmitter side may need to be properly modified to support the integer-forcing scheme at the receiver side. One possible practical solution would be employing the multi-level coding with Ungerboeck’s mapping [5] at the transmitter.

Proposal 1: A coding and modulation scheme at the transmitter side to support the integer-forcing linear receiver should be studied for NR.

We compared the link-level performance of IF, MMSE, and MMSE codeword-level SIC in Figures 2, 3, and 4 for EPA channel and Rician fading channel. It is assumed that the antennas are uncorrelated with each other for the EPA channel. The other evaluation assumptions are given in Table 1 in Annex. It is shown that the IF provides 2.5~3 dB performance gain compared to MMSE and 1~1.2 dB gain compared to MMSE-SIC at BLER of 10-1 for an EPA 5 Hz channel. In Figure 4, we assumed the Rician block fading channel. It is surprising that the performance gain of the IF is larger than 6 dB compared to either MMSE or MMSE-SIC. It shows that the IF can effectively minimize the noise during the receiver processing especially when the condition number of the channel is large. In other words, the IF is well-suited for the ill-conditioned channel such as Rician fading channels with a large value of K factor. Note that the performance gain of the IF further increases as the target BLER decreases.








Figure 1: Receiver block diagram of the integer-forcing linear receiver, where is the data streams of transmit antenna,  is the channel matrix, andis the integer combination of encoded code blocks at Rx antenna.



[image: ]
Figure 2: Performance comparison of MMSE, MMSE-SIC (Codeword-level), and IF for EPA 5 Hz channel and 4x4 64 QAM.


[image: ]
Figure 3: Performance comparison of MMSE, MMSE-SIC (Codeword-level), and IF for EPA 5Hz channel and 4x4 256 QAM.

[image: ]
Figure 4: Performance comparison of MMSE, MMSE-SIC (Codeword-level), and IF for Rician fading channels with K factor of 20 and 4x4 64 QAM.

Observation 3: The integer-forcing linear receiver provides very good performance compared to the conventional linear receivers.
4 Conclusions
This contribution discussed the integer-forcing MIMO receiver which provides good performance with low complexity for NR. Our observations and proposal are as follows:
Observation 1: The conventional low-complexity linear receivers such as ZF, MMSE, and MMSE-SIC receivers show poor performance, especially when the number of layers is large.
Observation 2: The conventional non-linear receivers such as ML and sphere decoding receivers provide good performance but require very high complexity, especially when the number of layers is large and the modulation order is high.
Observation 3: The integer-forcing linear receiver provides very good performance compared to the conventional linear receivers.
Proposal 1: A coding and modulation scheme at the transmitter side to support the integer-forcing linear receiver should be studied for NR.
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Annex
Table 1: Evaluation assumptions for link-level simulations
	Parameter
	Assumption

	Waveform
	OFDM

	Carrier frequency
	2 GHz

	System Bandwidth
	10 MHz

	Allocated RBs
	5 RBs

	Channel model
	EPA 5 Hz

	Channel estimation
	Ideal

	Modulation
	64 QAM, 256 QAM

	Channel code
	LDPC (code rate = 0.75)

	Codebook
	No precoding (i.e. identity matrix)

	Codeword to layer mapping (for MMSE, MMSE-SIC)
	Same as LTE

	Codeword to layer mapping (for IF)
	One codeword to all layers
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