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1
Introduction
This contribution provides some additional system evaluation results focus on:

· The system performance on downlink UE perceived throughput (UPT) when TCP Cubic [3][4] is used instead of TCP Reno assumed therein.
· The system performance on downlink UE perceived throughput (UPT) when only CQI update is improved.

2
Low Latency Operation in LTE
In this section, we illustrate the system performance on downlink UE perceived throughput (UPT) when TCP Cubic [3][4] is used instead of TCP Reno assumed therein.

The simulation is based upon the evaluation methodology framework in [1]. Please refer to [2] for a brief description of the LTE low latency operation via TTI shortening.
2.1 TCP Cubic
The standard Additive-Increase-Multiplicative-Decrease algorithm, usually called RENO, was the dominant TCP congestion control algorithm years ago. The internet traffic is now controlled by multiple different TCP algorithms. According to [5], only 3.31~14.47% of the Web servers still use RENO, while 46.92% of the Web servers use BIC or Cubic. This motivates us to investigate the LTE low latency performance over TCP Cubic. In particular, we implement the TCP Cubic in our system-level simulator following what it is in Linux kernel (same fixed-point implementation and same configurations).

In fact the “Hybrid Start” in TCP Cubic is the most relevant part for system performance evaluations for LTE low latency. It was proposed to address the problems of standard TCP slow-start under large bandwidth-delay-product (BDP) networks, i.e., heavy packet loss due to exponentially increased window and slowing-down of fast recovery following slow-start. It was designed to find a safe “exit” point for transition to congestion avoidance by running two tests, i.e., the ACK train test and the RTT delay test, to find when the TCP cwnd is becoming almost equal to BDP. Interesting readers please refer to [4] for more details. 

See below Figure 1 for an illustration on the output of hybrid start. In particular, we report the average TCP cwnd when finishing traffic burst of variable sizes. In general it can be observed that TCP Cubic exits slow start earlier than TCP Reno (which has a fixed exit point determined by ssThresh of 65535B), and for TCP Cubic a larger BDP due to extra 6ms core NW delay leads to a later exit. Please note the key message here is that with TCP Cubic the slow start is still there in scenarios agreed in [1]. Hence, LTE low latency should be able to significantly improve the TCP user experience as will be reported in the next section. 
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Figure 1 Average CWND after finishing traffic burst

2.2
System performance

2.2.1
Simulations assumptions 

Please refer to Section 3.1 of [3] for key assumptions especially the company specific ones used throughout this contribution. 
2.2.2

System performance evaluation results
We show in below Figure 2 to Figure 5 the burst delay CDF comparisons between TCP Reno and TCP cubic, for LTE and 1-symbol LTE low latency, with and without core NW latency. It can be observed that for LTE low latency there is trivial performance difference between TCP Reno and TCP Cubic. On the other hand, TCP Cubic helps to slightly improve the LTE performance over LTE Reno – since LTE is a network with relatively larger BDP and Cubic was proposed to improve the TCP performance over large BDP network [3]
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(b)
Figure 2 System performance for TCP with 100kb burst size and 0.1s burst interval over 10MHz BW. (a) Burst delay cumulative density function (CDF) of Uu-only latency; (b) Burst delay CDF of Uu-only latency + 6ms core NW delay.
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(b)

Figure 3 System performance for TCP with 100kB burst size and 0.8s burst interval over 10MHz BW. (a) Burst delay CDF of Uu-only latency; (b) Burst delay CDF of Uu-only latency + 6ms core NW delay.
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(b)

Figure 4 System performance for TCP with 500kB burst size and 4s burst interval over 10MHz BW. (a) Burst delay CDF of Uu-only latency; (b) Burst delay CDF of Uu-only latency + 6ms core NW delay.
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(b)
Figure 5 System performance for TCP with 1M burst size and 8s burst interval over 10MHz BW. (a) Burst delay CDF of Uu-only latency; (b) Burst delay CDF of Uu-only latency + 6ms core NW delay.

3
System Gain with CQI Improvement Only

In [6], we reported higher gain in UPT with faster CQI feedback bundled with shorter TTI, compared with shorter TTI length only. In this section, we simulated the case with faster CQI feedback only with legacy TTI length, to isolate the gain from fast CQI only.

The evaluation methodology follows that of [1] and [6]. For all simulations, we use a per-5ms full CSI (Rank, PMI, CQI) updating cycle, and apply a 6 TTI CSI processing delay. In addition to that, for faster CQI feedback simulations, when a PDSCH is received, the decoding SINR is computed and feedback to the eNB to be applied n TTIs later. As a reference or upper bound a “genie” case is simulated with CQI decided by the current channel, effectively setting n=0. 
The simulation results are shown in the next figures. These are 7-site simulations, with 10 UEs per-cell, and 100kB/0.8s bursts over UDP.
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Figure 6. Delay distribution.
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Figure 7. Delay at different points in cdf.
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Figure 8. RU improvement.

Observation 3: Fast CQI feedback alone with n=3 leads to ~30% improvement in cell-edge delay and ~25% improvement in mean resource usage compared to LTE baseline.
Proposal 1: Faster CQI feedback even with the legacy TTI length needs further study.
4
Conclusions 
In this contribution, we reported system performance evaluation results of LTE low latency when the TCP Reno is replaced by TCP Cubic in the framework of [1]. We draw the following observation from our study:
Observation 1: For baseline LTE, TCP Cubic is only slightly better than TCP Reno, with larger gain with larger data bursts.
Observation 2: LTE low latency provides significantly improved TCP user experience with either TCP Cubic or TCP Reno.   
We also studied improving CQI feedback alone with legacy TTI length and see substantial gain. We have the following observation and proposal:
Observation 3: Fast CQI feedback alone with n=3 leads to ~30% improvement in cell-edge delay and ~25% improvement in mean resource usage compared to LTE baseline.
Proposal 1: Faster CQI feedback even with the legacy TTI length needs further study.
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