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Introduction
In this paper we discuss the protocol for reporting geo-info to the eNB..
Report of geo-location to the eNB
Geo-location of each UE is a crucial input for the centralized resource allocation at the eNB, and therefore should be reported. It is important to have an efficient mechanism for reporting geo-information, especially one that minimizes network resources on the Uu interface. A full coordinates report with about 5m resolution uses 47 bits [36.355] for the coordinates part and is obviously redundant considering that UEs are confined within a cell when reporting to an eNB. Results in the Appendix show that the 5m resolution is sufficient for the purpose of good centralized resource allocation.
One way to reduce the size of the report is to have the eNB advertise a single reference position to the UEs and having the UE reporting their relative position compared to the reference position. In this way quantization over a surface in the order of magnitude of a cell is sufficient and the report size can be approximately halved. Based on the above discussion we propose the following:
Proposal: 
· [bookmark: _Toc447025115][bookmark: _Toc447025095][bookmark: _Toc447024132]In order to minimize the size of the geographical report, the UE encodes its position with respect to a reference position advertised by the eNB.
Conclusion 
In this contribution we discuss reporting of geo-information to the eNB.
Proposal: 
· In order to minimize the size of the geographical report, the UE encodes its position with respect to a reference position advertised by the eNB.

Appendix: Impact of imperfect geo-info on the performance of centralized resource allocation
In centralized resource allocation the eNB may not have accurate information about UEs’ geo-location when performing resource allocation, due to the following reasons:
· Reports from UE is outdated, due to processing and propagation delay the devices and network
· The reports are not perfect, e.g., due to quantization error, measurement noise.
To evaluate its impact, we model the imperfection of reported geo-information by additive noise to UEs’ positions. For simplicity we model the noise in horizontal and vertical axes as independent Gaussian random variables centered on the true coordinates of the UE and with certain standard deviation. The following figures show PRR performance for various noise variances.
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[bookmark: _Ref447201217]Figure 1 : PRR performance of centralized RA, perfect vs. noisy geo-location information at eNB, highway fast scenario, SA and associated data in different subframes (left), and SA and associated data in the same subframe (right)
The left plot in Figure 1 shows the average PRRs achieved when the standard deviation  of the Gaussian noise per coordinate changes from 0 (perfect geo-location information) to 100m, for highway 140 km/h scenario, SA and data pools are multiplexed in frequency but SA and its associated data are transmitted in different subframes. The right plot is for the case when SA and its associated data are transmitted in the same subframe, with larger changes in . One can see that the latter case (same subframe SA-data transmission) is much more robust against noisy information of UEs’ geo-location than the former case (different subframes SA-data transmission). This phenomenon can be attributed to the fact that the number of transmitters that are co-scheduled in the same subframe in the latter case is less than that in the former case. As a result, error in location information, which may lead to change in which users are co-scheduled in the same subframe, has less impact when SA and data are transmitted in the same subframe. 
We observe the same phenomenon for urban case as shown in Figure 2 below.
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[bookmark: _Ref447201169]Figure 2: PRR performance of centralized RA, perfect vs. noisy geo-location information at eNB, urban fast scenario, SA and associated data in different subframes (left), and SA and associated data in the same subframe (right)
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