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Introduction
In the last meeting the issue regarding SA and data resource pool was discussed with following working assumptions and agreement [1]:
[bookmark: OLE_LINK35][bookmark: OLE_LINK36]Working assumption: 
· In V2V, SA resource and data resource are always FDMed from system perspective
· If significant issues are found, can consider further supporting TDM
Agreement:
· A data pool is always associated with an SA pool.
· An RB of an SA pool in a TTI cannot be included in the associated data pool.
· An RB of an SA pool in a TTI cannot be included in another SA pool (if exists).
· Working assumption: At least an RB of a data pool in a TTI can be included in another data pool (if exists).
· An RB of an SA pool in a TTI cannot be included an un-associated data pool (if exists)
In this contribution we will discuss the remaining details on SA and data resource pool configuration.
Discussion
FDMed SA pool and data pool
There is a motivation in V2X communication to configure multiple SA pools and data pools, e.g. to avoid interference between vehicles with different traffic types or synchronized to different synchronization sources.  From system perspective, FDMed SA pool and data pool can be guaranteed by mandating that SA pool and associated data pool have an identical subframe set, as shown in Figure 1. This allows configuring the associated SA pool and data pool using single bitmap. Different SA/data pools can be TDMed when one subframe is allocated to only one pair of SA pool and data pool; or FDMed, when different pools occupy different PRBs within a subframe (or overlapped PRBs if overlapping is allowed for data pool).  
However, since the SA pool and associated data pool always have same number of subframes, network has limited flexibility to balance the number of SA resources and data resources. From priority handling point of view, we can see some benefits to use dedicated SA pool for high priority services, and the associated data pool can be shared with low priority services to improve data resource utilization, this can lead to an association between one data pool and multiple SA pools. To guarantee the FDM property between all SA pools and data pools, if one data pool associated with multiple SA pools, we propose to use the union subframe set of the SA pools as the subframe set of the data pool, as shown in Figure 2. With this scheme the network is also capable of configuring more resources for data to accommodate the large packet size (up to thousands of bits) in V2V communication.


Figure 1 Identical subframe set for SA pool and associated data pool


Figure 2 using union subframe set of SA pools as the subframe set of the associated data pool
Proposal 1: One data pool can be associated with multiple SA pools, in this case the subframe set of the data pool can be the union subframe set of the associated SA pools.
Subframe set configuration
The Rel-12 D2D resource pool configuration for communication should be enhanced to support the application in V2V communication, since the former is based on the concept of SA period, which does not exist in V2V communication any more. The SA and data resource pool for V2V communication are expected to have duration of 1 DFN period, reusing the bitmap based configuration in D2D, the subframe set can be configured with several repetition of a basic bitmap. The bitmap should be repeated until covering the entire SFN period; If there is mismatch between bitmap length and DFN period, the last repetition of the bitmap should be truncated, so that subframe sets in every DFN period are the same, as shown in Figure 3. 


Figure 3 subframes set configuration for a resource pool
Proposal 2: SA and data resource pool for V2V communication should have duration of 1 DFN period, subframe sets of a given resource pool in every DFN period should be the same.
Resource allocation schemes for SL
There are tradeoffs between multiple resource allocations schemes for SL, with each having benefits in certain use cases.
1. Continuous allocation 
1. This mode is similar to Type-2 mode used for DL resource allocation 
1. This mode can be beneficial for mode-1 operation and can give low MPR

2. Distributed resource group allocation
(a) This mode is similar to Type-0 mode used for DL resource allocation 
(b) This mode can be beneficial for mode 2 operation to help with resource reselection after sensing since available resources may be fragmented in the pool. It can also help provide frequency diversity and increased transmission power in certain regulations. However, this may have higher MPR.

3. Interlaced allocation 
(a) This mode is based on the interlacing based resource allocation used for UL LAA. This mode can be used to support co-existence with DSRC in certain geographical locations and/or in certain shared frequency bands [3].
(b) The PSCCH is always transmitted in the same subframe as PSSCH in the interlaced allocation mode. The entire carrier bandwidth is used for transmission in this mode. The PSCCH also follows the interlace pattern of the PSSCH, if applicable.
(c) This mode can provide frequency diversity for transmission and also benefit sensing in Mode 2 where a signal can be observed with periodicity across the resource. 

The allocation mode can be configured by the eNB. All UEs in a given resource pool shall use the same allocation mode.  Figure 4(A) shows a distributed resource allocation mode, where resources are allocated in groups of RBs of size P. The RBG size P can be fixed and can be a function of the sidelink transmission bandwidth. In this case P should be the minimum resource allocation granularity. Figure 4(B) shows a contiguous resource allocation mode, where the resources are signaled in terms of a starting position S and number of RBs used K. PRB allocations in this mode can vary from a single PRB to a maximum number, spanning the entire SL bandwidth. Figure 4(C) shows an interlaced resource allocation mode where the resources are interlaced across the bandwidth. The resources are indicated by a starting position (S) and the interlace offset (M). The interlace offset M can be fixed for a given bandwidth as in LAA. Multiple interlaces can be supported with different starting positions.
Proposal 3: Consider multi-cluster transmissions for PSSCH with distributed and interlaced transmissions in addition to contiguous transmissions


Figure 4: PSSCH resource allocation modes for SL transmissions

The PRB set configuration in D2D can be reused for the case of continuous resource allocation. If interlaced resource allocation is used, the PRB set can be further mapped to the interlace set by interpreting the PRB index into the interlace index, as shown in Figure 5, where K contiguous resources for UE1 is distributed across the band in the interlace mode with a interlace spacing of M. For distributed resource allocation, a Type-0 mode used for DL resource allocation can be re-used.



Figure 5 Mapping between PRB set and interlaces set
Proposal 4: A unified PRB set configuration should be considered for continuous resource allocation and interlaced resource allocation.
Conclusions
In this contribution, we discussed the details on resource pool design for V2V communication, we have following proposals:
Proposal 1: One data pool can be associated with multiple SA pools, in this case the subframe set of the data pool can be the union subframe set of the associated SA pools.
Proposal 2: SA and data resource pool for V2V communication should have duration of 1 DFN period, subframe sets of a given resource pool in every DFN period should be the same.
Proposal 3: Consider multi-cluster transmissions for PSSCH with distributed and interlaced transmissions in addition to contiguous transmissions
Proposal 4: A unified PRB set configuration should be considered for continuous resource allocation and interlaced resource allocation.
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