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1. 
Introduction

In this contribution, we focus on the UL link level comparison of different NOMA (Non-Orthogonal Multiple Access) techniques for NR mMTC service. We start with the discussion of the operation point at which we would like to compare different NOMA techniques considering the special requirement from mMTC. Then we will discuss fundamentals of the NOMA or spreading signature design and our choice of NOMA schemes. We will then describe the detailed simulation assumption including the transceiver design, and provide simulation results comparing different NOMA schemes under different operation points and simulation settings
2. 
mMTC device operation point

For UL, the operation point refers to the spectral efficient (SE) or receive SINR that an mMTC can operates at. We choose the operation point, or later we to refer to as SE, as simulation input instead of simulation output because of the special design and deployment requirement for mMTC. Two major design goals of mMTC are extended link budget (supporting MCL (Maximum Coupling Loss) at ~ 160dB which is ~20dB better than the current cellular system), and device low complexity/low energy consumption. This design goals come from the deployment requirement of mMTC devices, and suggests that many mMTC devices have to operate at low SE, or low SINR, due to the transmit power limit. Table 1 illustrates the single Tx/Rx antenna mMTC operation point at different pathloss, we assume UE transmit power at 23dBm and TRP noise level at -110dBm
Table 1 mMTC operation point at different MCL, 1Tx/Rx, 23dBm Tx power, -110dBm TRP noise level

	Pathloss
(dB)
	1Tx/Rx Receive SNR
(dB)
	1Tx/Rx SE
(bits/complex symbol)

	160
	-27
	0.003

	155
	-22
	0.009

	150
	-17
	0.029

	145
	-12
	0.088

	140
	-7
	0.262


Note that Table 1 uses Shannon capacity equation to compute the SE. In reality, the distance to Shannon could be large due to multiple reasons, including coding loss, channel estimation overhead/loss, Tx waveform PAPR, etc. Clearly, even with pathloss 20dB better than the MCL design goal, mMTC device still has to operate at low SE. Also, from the information theory, to send the same amount of information bits, operating at lower SE saves the total transmit power or Eb/No due to the better coding gain. So our view is that low SE is the operation point most critical for mMTC design and is the focus of this contribution

3. 
Different NOMA schemes

There have been multiple NOMA schemes proposed so far. Conceptually, they can all be called Resource Spread Multiple Access because the difference between various proposed schemes is mainly the design of spreading signature for each layer (user).

The design of spreading signature has two different high level approaches, the long/ pseudo-random spreading signature design vs. the short/fixed pattern spreading signature design. In other words, for each symbol transmitted over the air, the spreading sequence can be designed to be fixed or to be pseudo-random. Before we give high level discussion of the pros and cons of different design approaches, we first categorize the proposed NOMA schemes as follows. Note we are focusing on the design for low SE
· Long/ pseudo-random spreading signature design

· Resource spread multiple access (RSMA) [3]
· Short/fixed pattern spreading signature design

· Sparse code multiple access (SCMA) (e.g., R1-162153)
· Pattern defined multiple access (PDMA) (e.g., R1-163383)
· Non-orthogonal coded multiple access (NCMA) (e.g., R1-162517)
· Low code rate spreading (e.g., R1-162385)
For NOMA schemes, its performance does not only rely on transmit spreading signature design, but also rely on the receiver MUD (multi-user detection) design. Clearly, short sequence design make it easier for more advanced MUD to be used at the receiver. We list the pros and cons of the short/fixed pattern spreading signature design compared to long/pseudo-random spreading signature design, 

· Pros. of short/fixed pattern spreading signature design

· Facilitate the MUD to reduce distance to Shannon, mainly at high SE 
· Cons. of short/fixed pattern spreading signature design

· Rely on the other system components to work close to be perfect in order to realize transceiver optimization benefit, such as perfect rate control, perfect power control

· Less scalability of the design as for each spreading factor, overloading factor and modulation order, etc., a spreading sequence redesign might be needed for optimum performance.

· May lead to worse PAPR (link budget) in order to achieve best performance.

· Receiver needs to employ complicated MUD receiver 

In this contribution, we pick SCMA to represent the short/fixed pattern spreading signature design and RSMA to represent the long/ pseudo-random spreading signature design.
4. 
Link level simulation setup
3.1 Low rate binary channel code 

As we explained before, we will focus on the comparison of RSMA and SCMA at low SE due to the specific design requirement from mMTC. For each layer (user), a low rate binary code is needed to close the gap to Shannon limit at low SE. This gap from the binary code can be viewed as the loss during the binary code design, and the loss should not be attributed to the MA schemes design. With that in mind, once distance to Shannon is given for binary code, we do not think it will impact the MA comparison in terms of which binary code is used, e.g. Turbo, LDPC or other.

For our comparison, we use rate 1/10 LDPC code, with codeword length of 9000 bits and information bit length of 900bits. Figure 1 provides the BLER performance of this code which is 1.18dB away from Shannon at 1% BLER. We consider this code to be a decent code for low SE communication
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Figure 1 Rate 1/10 (900, 9000) LDPC BLER, 1.18dB to Shannon

3.2 SCMA transceiver diagram
The highlight of the SCMA [1] design is as follows

1. It uses the low-density signature CDMA (LDS-CDMA) technique, where each user’s signal is spread by a sparse signature sequence.

2. For each non-zero entry in the signature sequence, the modulation can be designed independently to optimize the performance

The main advantage of SCMA is that, the sparsity of its signature sequence simplifies the advanced receiver design. In theory, for general MIMO channel, MAP (Maximum A-Posteriori) decoder is required for the best MUD (multi-user detection) performance. MAP receiver is known to the NP hard. Sparsity of the SCMA code allows the simpler Message Passing Algorithm (MPA) to achieve near MAP performance. MPA is essentially the belief propagation decoding used for LDPC code.

SCMA Transceiver Diagram 

Figure 2 illustrates the diagram of the simulation setup for SCMA. It is important to note the “SCMA encoder” diagram is for simplifying the drawing, in real system, the SCMA encoder needs to be distributed at individual UE for UL, Also an interleaver and deinterleaver is ignored in the diagram after LDPC encoder and before LDPC decoder even though they are present in the simulation. For AWGN channel, we do not think they make difference.
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Figure 2 SCMA transceiver diagram
SCMA Codebook
We only have access to one SCMA codebook which supports 6 layers (users) using 4 resources. For each layer, only two resources have non-zero transmit power. The modulation order is 2, meaning 2 bits per layer is transmitted over 4 resources. So this scheme can achieve SE of 2/10/4=0.05 bits/complex symbol for each layer (user). Figure 3 gives the codebook used for SCMA simulation
SCMA Receiver

As discussed before, performance of NOMA scheme also heavily replies on the receiver MUD design. We consider three types of MUD receiver for SCMA [2]
1. MPA: MPA is used to compute bit LLR (converted from symbol LLR) assuming no a prior information, then the bit LLR is fed into LDPC decoder to finish decoding each user’s packet
2. MPA + SIC: Initially, MPA has no symbol a prior information. Once a packet is decoded after LDPC decoder, then a prior information is fully known. In next iteration, rerun MPA to update bit LLR and rerun LDPC decoder for un-decoded packet. Iteration stops when no new packet decoded

3. MPA + Turbo: Turbo extrinsic information exchange between MPA (SCMA) decoder and LDPC decoder. Figure 4 illustrate the turbo receive structure, which clearly indicates that it is quite complicated
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Figure 3 SCMA codebook users, 2 bit, 6 layers, and 4 resources
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Figure 4 MPA+Turbo receiver structure

3.3 RSMA transceiver diagram

To match the SE of SCMA, we consider a long/pseudo random spreading signature design for RSMA. Figure 5 illustrates the transceiver diagram for RSMA transceiver. For each user, the SE is 2/10/4=0.05 bits/complex symbol which is the same as SCMA.
It is very important to note that this is just a conceptual diagram of RSMA. The actual RSMA waveform can be different, in the sense that RSMA can also be applied on top of the OFDMA waveform, in which the symbol will be spread over frequency tones or time. 
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Figure 5 RSMA transceiver diagram
RSMA Scrambling Sequence

For scrambling, we reuse the UL scrambling sequence designed for WCDMA UL [4].
RSMA Receiver

Compared to SCMA, we consider two types of MUD receiver with less computation complexity

1. MF (match filter): Each layer descrambles and de-spreads the signal before passing them to LDPC decoder. From MUD perspective, MUD is done by the Hermitian transpose of spreading/scrambling sequence matrix which can view as a match filter.
2. MF+SIC: Once a packet is decoded after LDPC decoder, then its waveform can be cancelled from the received waveform. Re-attempt to decode unsuccessful packets. Iteration stops when no new packet decoded

3.4 SCMA MPA and RSMA MF receiver complexity analysis

As we discussed before, given different spreading signature design, the design of receiver (MUD) is also very important. In the current setup, we compare the computation complexity of SCMA MPA receiver and RSMA MF receiver. For simplicity, we just count the number of multiplication/exponent operation needed.

For RSMA MF, it only needs 4*6+6=30 multiplication.

For SCMA MPA, we start with each iteration between function (resource) nodes and variable (layer) nodes. From function node to variable node, each iteration needs 2*4*6=48 multiplications. From variable node to function node, each iteration needs 4* (3+4*4)*12 =912 multiplications and 4^3*4=256 exponential operations. Considering typical 10 iterations, SCMA MPA needs 9600 multiplications and 2560 exponential operations. The computation complexity comparison between SCMA MPA and RSMA MF is summarized as below in Table 2
Table 2 Computation complexity comparison RSMA MF and SCMA MPA

	Computation 
Complexity
	RSMA
MF
	SCMA
MPA
(10 Iterations)

	# Multiplication/12 bits
	30
	9600

	# Exponent/12 bits
	0
	2560


3.4 Simulation setting

Table 3 list the simulation settings for comparison between RSMA and SCMA. For 0.00625 bits/complex symbol, we further spread the signal 8 times. For RSMA, this is done by extend the spreading sequence to be 32 1’s, for SCMA, it is done by repeating the transmit signal 8 times. 
We also want to emphasize that we choose AWGN and ideal channel estimate in order to better compare with the well-established Shannon limit. We think if a MA scheme has performance advantage, it shall be able to demonstrate its advantage in this setup.

Table 3 Simulation settings

	Number of UL UEs
	6

	Antenna 
	1Tx 1Rx

	Per UE SE
	0.05 bits/complex symbol
0.00625 bits/complex symbol

	Channel Model
	AWGN

	Channel Estimate 
	Ideal

	Binary Code
	1/10 (900, 9000) LDPC

	Power control
	Perfect: Receive power is exactly the same for each UE
Realistic: Receive power for each UE is uniformly distributed within range of 3dB.


4. 
Link level simulation results

In this section, we compare the performance of RSMA and SCMA. The performance matric we use is distance to Shannon

4.1 Perfect power control, each UE SE at 0.05 bits/complex symbol
Figure 6 shows the BLER performance comparison of RSMA vs. SCMA with perfect power control. The operation point is 0.05 bits/complex symbol per user, and 0.3 bits/complex symbol sum SE.

We choose the 1% BLER as the capacity comparison point. From the figure, if everything is perfect (power control, channel estimate), compared to RSMA with MF+SIC receiver, SCMA with MPA+SIC has about 0.3dB better performance, with MPA+Turbo, the improvement is increased by 0.1dB
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Figure 6 BLER RSMA vs. SCMA, perfect power control, sum SE 0.3 bits/complex symbol
4.2 Realistic power control, each UE SE at 0.05 bits/complex symbol

It is very important to note that transmit spreading signature as well as the receiver MUD optimization, such as SCMA design, requires the other components of the system to also operate close to perfection, for example, power/rate control. In order to take advantage of the spreading signature as well MUD, multiple users need to be both perfectly rate and power controlled so that their received power at the TRP is perfectly aligned and each user’s packet can be decoded with bare minimum energy without wasting any power. However, in practical system, this type of condition is unrealistic. For example, power control cannot be perfect, especially within the transmission of one TB. Open loop power control is clearly not able to achieve this, even close loop power cannot operate at such optimum condition per TB. In fact, in practical system, in order for packets from multiple users being decoded at the TRP at the same time, there will always be excess power for all or a sub-set of users. Under this condition, the usefulness of the tightly optimized transceiver design is questionable, especially when SE is not very high. With excess power, a SIC receiver can achieve similar performance as the best MUD receiver.

In this subsection, we consider a more realistic power control scenario where user receive power cannot be perfectly aligned. We assume that relative receive power among 6 UEs are uniformly separated by 0.5dB step size, i.e. [0.0 0.5 1.0 1.5 2.0 2.5] dB. Figure 7 shows the BLER performance comparison of RSMA vs. SCMA with imperfect power control. The operation point is 0.05 bits/complex symbol per user, and 0.3 bits/complex symbol sum SE. It is evident that SCMA design has no performance advantage over RSMA design.
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Figure 7 BLER RSMA vs. SCMA, Imperfect power control, sum SE 0.3 bits/complex symbol
4.3 Perfect power control, each UE SE at 0.00625 bits/complex symbol

It is important to note even at 0.05 bits/complex symbol, each user is operate at ~-11dB SNR which is still pretty high according to Table 1 (~15dB above MCL). So to account for the deployment requirement for mMTC device, we look at lower SE operation point of 0.00625 bits/complex symbol per user. Figure 8 shows the BLER performance comparison of RSMA vs. SCMA with perfect power control. At this SE, there is no performance advantage of SCMA over RSMA.
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Figure 8 BLER RSMA vs. SCMA, perfect power control, sum SE 0.0375 bits/complex symbol
4.4 Performance summary

In Table 4, we summarize the performance comparison between RSMA and SCMA at different operation point and power control modelling. The performance metric we use is distance to Shannon. Below is our observation
· Considering a realistic scenario where power control cannot be perfect, at SE of 0.05 bits/complex symbol per user, sum SE of 0.3 bits/complex symbol, SCMA show no advantage over RSMA. Note that this is still ~15dB above the MCL required by the mMTC design, which means many users has to operate at even lower SE.
· When reducing SE to 0.00625 bits/complex symbol per user, sum SE of 0.0375 bits/complex symbol, SCMA does not have performance benefit over RSMA even with perfect power control.
Table 4 Performance comparison summary RSMA vs. SCMA

	Operation 
Point
	Power 
Control
	Distance to Shannon Limit (dB)

	
	
	SCMA 
	RSMA

	Sum SE 0.0375 bits/complex symbol
 6 UE
	Perfect
	MPA
	2.02
	MF
	1.58

	
	
	MPA+SIC
	1.50
	MF+SIC
	1.42

	
	
	MPA+Turbo
	1.41
	 
	 

	Sum SE 0.05 bits/complex symbol
 6 UE
	Imperfect
	MPA
	2.80
	MF
	3.87

	
	
	MPA+SIC
	2.14
	MF+SIC
	2.13

	
	
	MPA+Turbo
	2.13
	 
	 

	Sum SE 0.05 bits/complex symbol
 6 UE
	Perfect
	MPA
	1.61
	MF
	2.25

	
	
	MPA+SIC
	1.09
	MF+SIC
	1.40

	
	
	MPA+Turbo
	0.98
	 
	 


5.
Conclusion

We compare two NOMA schemes i.e. RSMA and SCMA. Below summarizes our proposal

Observation 1: Considering a realistic scenario where power control cannot be perfect, at SE of 0.05 bits/complex symbol per user, sum SE of 0.3 bits/complex symbol, SCMA show no advantage over RSMA. Note that this is still ~15dB above the MCL required by the mMTC design, which means many users has to operate at even lower SE

Observation 2: When reducing SE to 0.00625 bits/complex symbol per user, sum SE of 0.0375 bits/complex symbol, SCMA does not have performance benefit over RSMA even with perfect power control

Observation 3: for mMTC scenarios, as shown in [3], the single carrier version of RSMA has further advantages of better PA efficiency (due to low PAPR), better ACLR, no strict requirement on timing synchronization. Those are independent of the link performance comparison shown in this contribution.
Proposal 1: MA comparison for mMTC UL should consider operation point with low spectrum efficiency (SE) per mMTC device, due to the design goal and deployment scenario of mMTC, i.e. many devices can be severely transmit power limited

Proposal 2: MA comparison for mMTC UL should consider realistic performance of other system component, e.g. power control.

Proposal 3: At low SE, RSMA is a good trade off between performance, scalability and complexity.
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