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In RAN #71, the Study Item description on "Next Generation New Radio Access Technology" has been approved [1]. One of the scenarios for the new radio access technology (RAT) is mMTC (massive Machine Type Communications), for which the channel coding scheme needs to support small (tens to hundreds of bytes) packets, with energy-efficient encoding and decoding which is necessary for massive long-life devices. Another scenario is URLLC (Ultra-Reliable and Low Latency Communications), for which the channel coding scheme is required to provide (BLER as low as 10-5) to meet the very high reliability requirement and very low latency for one packet round trip within 1 ms. 
In this contribution we evaluate various channel coding schemes for the above scenarios, following the simulation assumptions agreed in [2].
Channel coding schemes
Polar codes
As shown in [3], polar codes can outperform turbo codes in a wide range of code rate and have particularly large performance gain in short packet scenarios. In this contribution we show simulation results for the mMTC and URLLC scenarios, and further investigate the performance at very low BLER (on the order of 10-5) for block lengths less than 1000. The rate matching used in the simulations is the one described in [4]. 

(TB/TT)-CC
Convolutional code (CC) is known to be well designed for small block length and code rate >=1/3. When the block length is large and code rate is smaller than 1/3, CC performance is poor. We evaluate the performance of both Tail-Biting CC (TBCC) and Trellis-Termination CC (TTCC) for mMTC and uRLLC scenario. Both codes are constructed by the generator polynomials in LTE. The tail bits of TTCC are not considered as information bits. 
For TTCC, the list-Viterbi algorithm [5] (LVA) with the list size L is used. As for TBCC, decoder extends the received sequence to 3 times long in the first step and implements Viterbi decoder to find the initial state which is used to start LVA in the second step. In each stage of decoder, L paths are selected respectively for 64 states, resulting in 64L paths kept while Polar code only keeps L paths. The complexity of CC is much higher than Polar code with the same list size.  

LTE-Turbo code
LTE Turbo code is known to be well designed for medium block length and code rate >= 1/3. When the code rate and block length is small, LTE-Turbo code performance degrades. The decoding algorithm of Max-log-MAP with an EXIT info scale factor of 0.75 and iteration number of 8 are used.

LDPC code
In general, LDPC codes are well known for good performance with large code length and high code rate and poor performance with small code length and low code rate that is a typical scenario of mMTC and uRLLC. Evaluation of LDPC for such scenarios in ongoing.   
Performance evaluation
We consider the simulation assumptions for mMTC and URLLC agreed in [2] (also in Table 1 in the Appendix).  And for the Polar code rate-matching of these combinations, all the construction SNR points required by QUP[4] are list in Table 2 and Table 3(in Appendix). We show BLER performance for different information block lengths and different code rates for polar, turbo, and convolutional codes. In the simulation results shown below, there are several abbreviations:
· P: 	 Polar code
· T: 	Turbo code
· TB: 	Tail Biting convolutional code
· TT: 	Trellis Termination convolutional code
For conveniently, we using below notation for describing:
· k = info. block length, 
· m = crc bits length, 
· K = k+m, 
· N = encoded block length after rate-matching
Note that the m-bit CRC bits are treated as the redundancy bits as agreed on the simulation assumption and not included into the Eb/N0 calculating like below:

Where the M is the modulation order(log2[4,16,64],) and R is the code rate for k/N.
Because both (TB)CC List decoder and Polar SCL decoder need CRC bits, the comparison between Polar and (TB)CC is done with appending the same size of CRC bits. (CRC bits are excluded from the Eb/N0 computation.) 
Although we did not append CRC bits for Turbo Code when comparing Turbo with other candidate schemes, it should be mentioned that both Turbo Code and Polar Code need CRC bits in a practical system for block error detection. The simulation results of Polar Code in this contribution are the final performance curves, whereas those of Turbo decoder will degrade if CRC is not appended, meaning that the gain of Polar codes vs Turbo Codes would become even wider than the gain shown in this contribution. 
Block length
· Simulation results for information bits length = {20, 40}
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Fig.1a  BLER with block length=20, 16-bit CRC, QPSK
[image: ]
Fig.1b BLER with block length=20, P(L32) and TT/TB(LVA 4,8), 16-bit CRC, QPSK
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Fig.2a  BLER with block length=40, 16-bit CRC, QPSK
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Fig.2b BLER with block length=40, P(L32) and TT/TB(LVA 4,8), 16-bit CRC, QPSK


· Simulation results for information bits length = {200}
[image: cid:image003.png@01D1AD54.E1C7F090]
Fig.3  BLER with info. block length=200, 16-bit CRC, QPSK
The performance of Polar, Turbo and CC codes with different information block length is observed and Polar and (TT/TB)CC with the same list size will be evaluated firstly.
The reason why we compare the performance between Polar CA-SCL32 and (TB/TT)CC LVA4 in Fig1b and Fig 2b is to follow the simulation assumption agreed in [2].  According to [7], we find that the computational complexity of Polar CA-SCL32 is comparable (even less) to that of (TB/TT)CC LVA4.Fig. 1a and Fig. 2a show BLERs for information block lengths of 20 and 40. The performance of Polar codes overwhelm (TT/TB)CC with the same list size.
As block length increases to 200, the performance gap between polar and CC widens, as shown in Figure 3. To be fair, we use Turbo Code for the comparison with Polar Codes. We observe that the performance of Turbo Codes is bounded by that on 1/3 code rate. This is because the repetition of Turbo Rate-matching scheme does not help to improve the performance. In contrast, the performance of Polar codes keeps improving at lower code rates (1/6 and 1/12) that NR URLLC/MTC scenarios require. We also observe that the performance of Turbo code at 1/3 code rate is very close to that of Polar Code. Note that 1/3 code rate is mother code rate of Turbo code (no puncturing on this code rate for Turbo Code but a large number of punctured bits for Polar Codes). Also note that there is no CRC appended to Turbo codes. In real systems, if 16-bit CRC is appended to Turbo Code, the curves of Turbo Code will offset to the right of about 0.4dB, meaning that Polar Code would have 0.4dB gain vs Turbo.
For block sizes longer than 200, more results are shown in [3].    
It is noted that for URLLC scenarios, according to the requirements [6], the BLER should be 10-5 from the above results, we observe that polar codes are able to fulfil this requirement.
Observation 1:  For information block length = [20, 40], Polar code outperforms (TT/TB)-CC of about 1dB or larger at BLER = 10-4 with the similar decoding complexity.
Observation 2: For information block length = [200], Polar code outperforms Turbo code of up to about 0.8 dB at BLER = 10-4 wit R=1/6 and 1/12.
Observation 3: With the same computational complexity, the performance of Polar Codes is far better than that of List-Viterbi decoder of (TB)CC. 
Code rate
In comparing performance for the same code rates for (TB)CC VLA, Polar SCL, and Turbo MLM decoders, in this Section we consider the same size of CRC bits for all schemes. 
· Simulation results for coding rate = {1/12,1/6,1/3}
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Fig.7  BLER with coding rate 1/12, 24 bit CRC，QPSK 
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Fig.8  BLER with coding rate 1/6, 24 bit CRC , QPSK 
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Fig.9  BLER with coding rate 1/3,  16-bit CRC, QPSK
We compared the performance of Polar, Turbo and (TB/TT)CC codes at different code length with 16 CRC bits and 24 CRC bits. As seen, Polar codes are the best among the three coding schemes. 
Observation 4: For turbo codes, the performance is competitive at block length 200, but suffers from severe performance degradation at block length 20. 
Observation 5: For (TB/TT)CC LVA-4 decoder, the performance keeps up with Polar CA-SCL32 at block length 20, but  deteriorates dramatically as block length increases to 200 and leads to the worst performance among the three coding schemes.
Observation 6: Polar codes exhibit the most stable performance and huge flexibility under various configurations which is a very attractive feature in the diverse usage scenarios in 5G.
Ultra-reliability 
NR URLLC scenario requires ultra-reliability transmission. This leads to two requirements for the channel coding schemes: very good performance with small block and low code rate and no error floor. Here we show performance for 200-bit information block, 1/6 code rate, and QPSK modulation, to further investigate the performance at very low BLERs.  In the previous section, results in Figure 3 show that Polar SCL-32 decoder has over 1.0dB vs TBCC-LVA-4 and 0.5dB vs Turbo decoder.   
[image: ]
Fig.10  BLER with Info. block length=200, coding rate 1/6,  QPSK
Observation-7: No error floor is observed up to BLER 10-7. 
Conclusion
Simulation results show that, on the one hand, polar code performs well in a wide range of code rate and/or block length. On the other hand, the performance of turbo code and (TB/TT)CC code suffers from certain degradation as the code rate and/or block length change. Compared with the existing turbo and (TB/TT)CC codes, polar code shows better flexibility and good performance. This kind of flexibility and attractive performance of Polar code make it particularly suitable for NR mMTC and uRLLC. 
Observation 1:  for information block length = [20, 40], Polar code outperforms (TT/TB)-CC of about 1dB or larger at BLER = 10-4 with the similar decoding complexity.
Observation 2: for information block length = [200], Polar code outperforms Turbo code of up to about 0.8 dB at BLER = 10-4 wit R=1/6 and 1/12.
Observation 3: With the same computational complexity, the performance of Polar Codes is far better than that of List-Viterbi decoder of (TB)CC. 
Observation 4: For turbo codes, the performance is competitive at block length 200, but suffers from severe performance degradation at block length 20. 
Observation 5: For (TB/TT)CC LVA4 decoder, the performance keeps up with Polar CA-SCL32 at block length 20, but  deteriorates dramatically as block length increases to 200 and leads to the worst performance among the three coding schemes.
Observation 6: Polar codes exhibit the most stable performance and huge flexibility under various configurations which is a very attractive feature in the diverse usage scenarios in 5G.
Observation-7: No error floor is observed up to BLER 10-7 for Polar Code.  

Proposal 1: Polar code has excellent performance in mMTC and uRLLC scenarios. Its flexibility, high performance and low complexity need to be further studied and exploited.
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Appendix

Table 1. Simulation assumptions for mMTC and uRLLC usage scenario [3]
	Channel*
	AWGN

	Modulation
	QPSK,16QAM

	Coding scheme
	Turbo
	CC
	LDPC
	Polar

	Code rate
	1/12, 1/6, 1/3

	Decoding Algorithm**
	Max-log-map
(scale = 0.75, iteration = 8)
	List-X Viterbi
	Min-sum
	List-Y

	Info. Block length***
(bits w/o CRC)
	20 40 200 600 1000





Table 2. QPSK Construction SNR points(cSNR) for Polar Code By QUP
	cSNR(dB)
	Information Block Length

	
	20
	40
	200
	600
	1000

	Code Rate
	1/3
	5.04 
	2.89 
	1.31 
	1.21 
	0.45 

	
	1/6
	4.23 
	2.34 
	0.39 
	0.10 
	0.54 

	
	1/12
	3.98 
	1.75 
	0.50 
	0.46 
	0.50 




Table 3. 16QAM Construction SNR points(cSNR) for Polar Code By QUP
	cSNR(dB)
	Information Block Length

	
	20
	40
	200
	600
	1000

	Code Rate
	1/3
	5.84 
	2.89 
	1.31 
	1.41 
	1.25 

	
	1/6
	4.45 
	2.74 
	0.39 
	0.50 
	0.54 

	
	1/12
	4.18 
	1.75 
	0.70 
	0.66 
	0.50 
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