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Introduction
In RAN#71, a new study item, “Study on New Radio Access Technology,” has been approved. The initial work of the study item is expected to focus on fundamental physical layer signal structure for new RAT, of which channel coding schemes is listed as an area to investigate.
In this paper, we discuss the performance of Turbo codes compared to LDPC codes of high code rates at information block lengths close to 8192 bits and 4000 bits.
Description of the LDPC Codes
We consider a family of rate-compatible LDPC codes based on protographs, which was first proposed in [1]. The LDPC codes are designed for a high rate and then expanded to achieve lower rate codes. 
The LDPC codes considered here are similar to the protograph-based raptor-like LDPC codes proposed in [2]. The protomatrix describing the protograph has the form
,
where A and B are matrices describing the protograph, 0 is a zero matrix of proper size, and I is the identity matrix with as many rows as B. All variable nodes not involved in A and B, in the following denoted the incremental redundancy (IR) variable nodes, have degree 1. The protograph is lifted in two steps, first with arbitrary permutation matrices of size 3x3 and then with circulant matrices of size Z × Z. This means that the parity-check matrix is partitioned into square submatrices of size Z × Z. These submatrices are either cyclic-permutations of the identity matrix or null submatrices. The parity-check matrix thus describes a quasi-cyclic code, which ensures simple encoding and decoding. The cyclic-permutation matrix Pi  is obtained from the Z × Z identity matrix by cyclically shifting the columns to the right by i elements. The matrix P0 is the Z × Z identity matrix.

The first 3 × Z variable nodes are punctured, a structure that has been shown to reduce the threshold of the code [3]. The remaining variable nodes involved in A and B are always transmitted as well as the first 3 × Z variable nodes of the incremental redundancy part. This gives the highest rate code. The rate may be reduced by transmitting additional protograph variable nodes from the incremental redundancy part. Check-nodes connected to the variable-nodes of the incremental redundancy part that are not transmitted can be deactivated when decoding.

Performance comparison
In this section we compare the performance of the proposed LDPC codes to the performance of modified LTE Turbo codes with the LTE rate-matching algorithm. The modification, which is described in [4], is a k=8192 QPP interleaver proposed for LTE Turbo codes. The LDPC codes are decoded by the min-sum algorithm (no normalization or offset) and the Turbo codes are decoded by the max-log-MAP algorithm. The max-log-MAP algorithm is implemented with a scaling by 0.75 of the extrinsic LLRs for each information bit, which improves decoding performance with little additional complexity.
A complexity comparison between LDPC codes and Turbo codes [5] shows that 13 min-sum decoding iterations of a rate 1/3 LDPC code have about the same complexity as 8 max-log-MAP decoding iterations of a rate 1/3 Turbo code. Therefore a performance comparison between LDPC and Turbo codes may be performed for 13 and 8 decoding iterations, respectively. However, flooding scheduling of the LDPC decoder has been considered here to simplify performance comparisons between companies and it is well known that the LDPC decoder converges faster when layered belief propagation is considered. To account for this we compare LDPC codes with 20 decoding iterations to Turbo codes with 8 decoding iterations.

It is well known that the min-sum algorithm can be improved, but the actual performance is highly dependent on the actual improvement done as well as the parameters. As an example the performance of the min-sum algorithm without any improvements and the offset min-sum, as described in [6], is shown in Figure 1. The performance of the sum-product (SP) algorithm is also shown as a reference. The offset of 0.53 was found to be optimal for this specific code. The optimized offset min-sum reaches a block-error rate (BLER) of 0.1 at a 0.4dB lower Eb/N0 than min-sum without offset, only with a small increase in complexity. The SP algorithm reaches a BLER of 0.1 at an Eb/N0 which is 0.12dB lower than with the offset min-sum algorithm. There are also other min-sum improvements available in the literature with higher complexity that achieve performance even closer to the SP algorithm. In the following performance comparison we show results both for LDPC codes decoded with the min-sum algorithm and with the SP algorithm, as performance bounds. All results shown are for 64QAM modulation and include at least 100 frame errors.
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[bookmark: _Ref450763739][bookmark: _GoBack]Figure 1 Min-sum algorithms with and without offset compared to sum-product algorithm.

As shown in the subsections below, for the higher code rates (e.g., R=8/9), turbo code has excellent waterfall performance, significantly better than the LDPC counterpart with min-sum decoder. Often turbo code with max-log-MAP performs appreciably better than its LDPC counterpart even when the sum-product algorithm is used in LDPC decoder. For the higher code rates, turbo code does show an error floor above 10-4. However, as is already well known in LTE, the error floor at BLER<=10-3 is not an issue, since the code is expected to perform at BLER above 10-3. The adaptive modulation and coding (AMC) scheme adjusts the system to target a transport block error rate at around 0.1. The HARQ scheme supports retransmission when a TBS error does occur. 
Overall, the simulation results presented in the subsections below, as well as those in [7], show that turbo code performance is better than LDPC code for most cases compared. Hence we have the following proposals.
Turbo codes are used for all code rates and all information block lengths.
A different code type is considered for eMBB with {high code rate, large info block length} only if turbo codes are proven inadequate for achieving peak data throughput.

Information block length k≈8192 bits
Table 3 and Table 4 in the appendix display the “matrix prototype” of the parity-check matrix with Z =171, that gives a block length corresponding to k=8208 information bits. This is the information block length closest to k=8192 for which results for Turbo codes are presented. The integer i in the tables in the appendix denotes the cyclic-permutation matrix Pi. Vacant entries of the table denote null (zero) submatrices. The code rate of this rate-compatible LDPC code ranges from 0.89 (8/9) to 0.76 (16/21), depending on how many rows and columns of the matrix prototype that are used.

Table 1 shows a summary of the codes to be compared for an information block length k≈8192. The table states the exact block length used as well as the exact code rate. For LDPC codes the subblock of the matrix prototype that is used for the specific code rate is also specified.
[bookmark: _Ref450588219]Table 1 Summary of codes to be compared for information block length k≈8192.
	
	Code type
	k
	n
	R
	rows in matrix prototype
	columns in matrix prototype

	R≈3/4
	LDPC
	8208
	10773
	0.762
	1-18
	1-66

	
	Turbo
	8192
	10923
	0.75
	
	

	R≈5/6
	LDPC
	8208
	9747
	0.842
	1-12
	1-60

	
	Turbo
	8192
	9830
	0.833
	
	

	R=8/9
	LDPC
	8208
	9234
	0.889
	1-9
	1-57

	
	Turbo
	8192
	9216
	0.889
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Figure 2 Performance of Turbo code after 8 iterations and LDPC code after 20 min-sum (MS) iterations and 20 sum-product (SP) iterations. The code rate is ~3/4 and the information block length is ~8192 bits.
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Figure 3 Performance of Turbo code after 8 iterations and LDPC code after 20 min-sum (MS) iterations and 20 sum-product (SP) iterations. The code rate is ~5/6 and the information block length is ~8192 bits.
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Figure 4 Performance of Turbo code after 8 iterations and LDPC code after 20 min-sum (MS) iterations and 20 sum-product (SP) iterations. The code rate is 8/9 and the information block length is ~8192 bits.
The results presented here show that the LTE Turbo codes with an additional interleaver for k=8192 perform better than the evaluated rate-compatible LDPC codes at block-error rates (BLER) above 0.005. At lower BLER, the Turbo code shows an error-floor, especially at the highest code rate of 8/9. 

Information block length k≈4000 bits
Table 5 and Table 6  in the appendix display the matrix prototype of the parity-check matrix with Z =83, that gives a block length corresponding to k=3984 information bits. This is the information block length closest to k=4000 bits for which results for Turbo codes are presented. The Turbo code used here is directly taken from the LTE Turbo codes. As for the code with k=8208 bits, the code rate of this rate-compatible LDPC code ranges from 0.89 to 0.76, depending on how many rows and columns of the matrix prototype that are used.
[bookmark: _Ref450591931]Table 2 shows a summary of the codes to be compared for an information block length k≈4000. 
Table 2 Summary of codes to be compared for information block length k≈4000.
	
	Code type
	k
	n
	R
	rows in matrix prototype
	columns in matrix prototype

	R≈3/4
	LDPC
	3984
	5229
	0.762
	1-18
	1-66

	
	Turbo
	4000
	5333
	0.75
	
	

	R≈5/6
	LDPC
	3984
	4731
	0.842
	1-12
	1-60

	
	Turbo
	4000
	4800
	0.833
	
	

	R=8/9
	LDPC
	3984
	4482
	0.889
	1-9
	1-57

	
	Turbo
	4000
	4500
	0.889
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Figure 5 Performance of Turbo code after 8 iterations and LDPC code after 20 min-sum (MS) iterations and after 20 sum-product (SP) iterations. The code rate is ~3/4 and the information block length is ~4000 bits.
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Figure 6 Performance of Turbo code after 8 iterations and LDPC code after 20 min-sum (MS) iterations and 20 sum-product (SP) iterations. The code rate is ~5/6 and the information block length is ~4000 bits.
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Figure 7 Performance of Turbo code after 8 iterations and LDPC code after 20 min-sum (MS) iterations and 20 sum-product (SP) iterations. The code rate is 8/9 and the information block length is ~4000 bits.

The results for a shorter block length of k≈4000 information bits confirm the conclusion drawn from results for k≈8192 bits. At similar complexity, Turbo codes are superior to LDPC codes at all block-error rates higher than 0.001.
Performance of Turbo codes for additional code rates and block lengths

In this section we provide additional simulation results for the already existing LTE Turbo codes with the LTE rate-matching algorithm. The Turbo codes are also here decoded by the max-log-MAP algorithm, implemented with a scaling by 0.75 of the extrinsic LLRs for each information bit. All results in this section are for 64QAM modulation and 8 decoding iterations.

[image: ]
Figure 8 Turbo performance for k=100 information bits.
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Figure 9 Turbo performance for k=400 information bits.
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Figure 10 Turbo performance for k=1000 information bits.
[image: ]
Figure 11 Turbo performance for k=2000 information bits.
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Figure 12 Turbo performance for k=6000 information bits.
The performance results show that Turbo codes have very good performance and show no error floor even for high rate codes at short block lengths up to k=400 bits. This confirms Proposal 1.

Conclusion

In this contribution, we discuss the performance of Turbo codes of high rates and compare it to the performance of a family of rate-compatible LDPC codes. Based on the discussion, we have the following proposals:

1. Turbo codes are used for all code rates and all info block lengths.
A different code type is considered for eMBB with {high code rate, large info block length} only if turbo codes are proven inadequate for achieving peak data throughput.
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Appendix
Specification of parity-check matrices
Table 3 and Table 4 display the “matrix prototype” of the parity-check matrix for the block length corresponding to k=8208 information bits. 


[bookmark: _Ref450560755]Table 3 Column 1-33 of the matrix prototype for a block length of k=8208 information bits, with a subblock size Z=171 bits.
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30
	31
	32
	33

	1
	20
	35
	130
	-
	-
	52
	-
	109
	142
	20
	-
	-
	111
	-
	41
	131
	-
	-
	11
	-
	6
	83
	-
	-
	124
	138
	-
	-
	-
	118
	-
	98
	122

	2
	87
	76
	62
	79
	-
	-
	160
	-
	123
	-
	126
	-
	48
	127
	-
	-
	156
	-
	18
	17
	-
	-
	137
	-
	-
	31
	35
	93
	-
	-
	6
	-
	45

	3
	87
	85
	96
	-
	109
	-
	91
	11
	-
	-
	-
	12
	-
	107
	3
	-
	-
	17
	-
	150
	162
	-
	-
	167
	55
	-
	76
	-
	39
	-
	137
	69
	-

	4
	-
	126
	-
	54
	12
	56
	44
	-
	-
	-
	91
	93
	68
	-
	-
	164
	59
	-
	14
	-
	-
	4
	-
	0
	-
	-
	162
	1
	-
	142
	103
	-
	-

	5
	-
	-
	39
	83
	23
	52
	-
	15
	-
	129
	-
	69
	-
	73
	-
	-
	141
	105
	-
	50
	-
	159
	126
	-
	149
	-
	-
	40
	146
	-
	-
	162
	-

	6
	114
	-
	-
	136
	122
	26
	-
	-
	3
	72
	107
	-
	-
	-
	54
	100
	-
	4
	-
	-
	123
	-
	96
	106
	-
	132
	-
	-
	165
	98
	-
	-
	50

	7
	-
	80
	73
	-
	-
	-
	-
	-
	-
	-
	-
	-
	91
	0
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	8
	36
	-
	101
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	3
	158
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	9
	158
	109
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	110
	-
	96
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	10
	160
	-
	-
	136
	48
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	11
	-
	114
	-
	-
	58
	141
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	12
	-
	-
	51
	64
	-
	39
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	13
	13
	-
	18
	-
	-
	-
	44
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	5
	-
	-
	-
	-
	-
	-
	144
	-
	-
	-
	-
	-
	-

	14
	97
	116
	-
	-
	-
	-
	-
	6
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	46
	-
	-
	-
	131
	-
	-
	-
	-
	-
	-
	-
	-

	15
	-
	53
	71
	-
	-
	-
	-
	-
	87
	-
	-
	-
	-
	-
	-
	-
	-
	-
	134
	-
	-
	-
	-
	-
	-
	92
	-
	-
	-
	-
	-
	-
	-

	16
	-
	-
	86
	9
	-
	-
	4
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	5
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	17
	163
	-
	-
	-
	7
	-
	-
	66
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	26
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	18
	-
	144
	-
	-
	-
	82
	-
	-
	13
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	105
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-



[bookmark: _Ref450560759]
Table 4 Column 34-66 of the matrix prototype for a block length of k=8208 information bits, with a subblock size Z=171 bits.
	
	34
	35
	36
	37
	38
	39
	40
	41
	42
	43
	44
	45
	46
	47
	48
	49
	50
	51
	52
	53
	54
	55
	56
	57
	58
	59
	60
	61
	62
	63
	64
	65
	66

	1
	-
	154
	-
	108
	-
	114
	18
	-
	-
	79
	-
	144
	-
	63
	-
	44
	-
	34
	-
	-
	140
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	2
	-
	-
	43
	27
	124
	-
	-
	85
	-
	164
	78
	-
	-
	-
	77
	63
	140
	-
	55
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	3
	45
	-
	-
	-
	155
	29
	-
	-
	102
	-
	14
	140
	127
	-
	-
	-
	57
	113
	-
	30
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	4
	-
	135
	83
	-
	156
	-
	37
	32
	-
	40
	-
	-
	90
	21
	-
	62
	-
	-
	88
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	5
	40
	-
	108
	-
	-
	81
	-
	79
	85
	-
	56
	-
	-
	56
	13
	-
	21
	-
	-
	29
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	6
	25
	88
	-
	53
	-
	-
	34
	-
	31
	-
	-
	2
	105
	-
	13
	-
	-
	48
	-
	-
	73
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	7
	-
	-
	-
	131
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	66
	-
	-
	128
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	8
	-
	-
	-
	-
	65
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	61
	-
	-
	111
	-
	-
	-
	-
	-
	-
	-
	-
	-

	9
	-
	-
	-
	-
	-
	107
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	94
	-
	-
	29
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	10
	-
	-
	-
	-
	-
	-
	150
	-
	-
	108
	3
	-
	-
	-
	-
	107
	-
	-
	-
	78
	-
	-
	-
	-
	-
	96
	-
	-
	-
	-
	-
	-
	-

	11
	-
	-
	-
	-
	-
	-
	-
	112
	-
	-
	121
	43
	-
	-
	-
	-
	64
	-
	-
	-
	123
	-
	-
	-
	-
	-
	72
	-
	-
	-
	-
	-
	-

	12
	-
	-
	-
	-
	-
	-
	-
	-
	154
	21
	-
	113
	-
	-
	-
	-
	-
	106
	45
	-
	-
	-
	-
	-
	57
	-
	-
	-
	-
	-
	-
	-
	-

	13
	-
	-
	-
	-
	-
	-
	-
	4
	-
	-
	-
	-
	-
	-
	-
	-
	-
	140
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	48
	-
	-
	-

	14
	-
	-
	-
	-
	-
	-
	-
	-
	60
	-
	-
	-
	-
	-
	-
	59
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	56
	-
	-
	-
	-
	-

	15
	-
	-
	-
	-
	-
	-
	97
	-
	-
	-
	-
	-
	-
	-
	-
	-
	65
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	96
	-
	-
	-
	-

	16
	28
	-
	76
	-
	26
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	112

	17
	70
	85
	-
	-
	-
	117
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	165
	-
	-

	18
	-
	139
	14
	114
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	25
	-




Table 5 and Table 6 display the matrix prototype of the parity-check matrix for the block length corresponding to k=3984 information bits.

[bookmark: _Ref450818598]Table 5 Column 1-33 of the matrix prototype for a block length of k=3984 information bits, with a subblock size Z=83 bits.
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30
	31
	32
	33

	1
	12
	21
	81
	-
	-
	12
	-
	57
	64
	57
	-
	-
	76
	-
	11
	22
	-
	-
	65
	-
	43
	11
	-
	-
	50
	57
	-
	-
	-
	66
	-
	58
	39

	2
	78
	50
	2
	18
	-
	-
	23
	-
	44
	-
	66
	-
	71
	27
	-
	-
	60
	-
	56
	57
	-
	-
	7
	-
	-
	42
	50
	44
	-
	-
	5
	-
	33

	3
	33
	3
	9
	-
	44
	-
	58
	17
	-
	-
	-
	10
	-
	17
	12
	-
	-
	61
	-
	51
	70
	-
	-
	77
	43
	-
	47
	-
	0
	-
	46
	70
	-

	4
	-
	51
	-
	58
	16
	8
	71
	-
	-
	-
	71
	59
	4
	-
	-
	39
	55
	-
	33
	-
	-
	48
	-
	56
	-
	-
	68
	71
	-
	48
	41
	-
	-

	5
	-
	-
	18
	68
	4
	71
	-
	39
	-
	38
	-
	43
	-
	0
	-
	-
	30
	64
	-
	15
	-
	9
	54
	-
	38
	-
	-
	66
	60
	-
	-
	45
	-

	6
	23
	-
	-
	34
	10
	35
	-
	-
	58
	72
	40
	-
	-
	-
	18
	75
	-
	44
	-
	-
	30
	-
	1
	24
	-
	14
	-
	-
	23
	63
	-
	-
	41

	7
	-
	35
	61
	-
	-
	-
	-
	-
	-
	-
	-
	-
	27
	25
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	8
	25
	-
	24
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	28
	72
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	9
	67
	54
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	19
	-
	16
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	10
	70
	-
	-
	20
	80
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	11
	-
	57
	-
	-
	25
	44
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	12
	-
	-
	51
	50
	-
	24
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	13
	43
	-
	70
	-
	-
	-
	11
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	65
	-
	-
	-
	-
	-
	-
	75
	-
	-
	-
	-
	-
	-

	14
	65
	22
	-
	-
	-
	-
	-
	4
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	17
	-
	-
	-
	47
	-
	-
	-
	-
	-
	-
	-
	-

	15
	-
	65
	70
	-
	-
	-
	-
	-
	58
	-
	-
	-
	-
	-
	-
	-
	-
	-
	40
	-
	-
	-
	-
	-
	-
	31
	-
	-
	-
	-
	-
	-
	-

	16
	-
	-
	28
	51
	-
	-
	23
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	61
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	17
	33
	-
	-
	-
	59
	-
	-
	3
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	2
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	18
	-
	24
	-
	-
	-
	5
	-
	-
	55
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	65
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-





[bookmark: _Ref450819398]Table 6 Column 34-66 of the matrix prototype for a block length of k=3984 information bits, with a subblock size Z=83 bits.
	
	34
	35
	36
	37
	38
	39
	40
	41
	42
	43
	44
	45
	46
	47
	48
	49
	50
	51
	52
	53
	54
	55
	56
	57
	58
	59
	60
	61
	62
	63
	64
	65
	66

	1
	-
	55
	-
	3
	-
	40
	41
	-
	-
	59
	-
	49
	-
	64
	-
	76
	-
	34
	-
	-
	34
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	2
	-
	-
	32
	58
	64
	-
	-
	44
	-
	37
	51
	-
	-
	-
	0
	78
	1
	-
	67
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	3
	34
	-
	-
	-
	11
	64
	-
	-
	7
	-
	23
	25
	55
	-
	-
	-
	47
	17
	-
	49
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	4
	-
	39
	66
	-
	34
	-
	11
	11
	-
	24
	-
	-
	17
	5
	-
	28
	-
	-
	8
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	5
	65
	-
	44
	-
	-
	49
	-
	39
	21
	-
	49
	-
	-
	67
	42
	-
	39
	-
	-
	1
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	6
	21
	36
	-
	1
	-
	-
	23
	-
	46
	-
	-
	73
	23
	-
	74
	-
	-
	59
	-
	-
	72
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	7
	-
	-
	-
	44
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	20
	-
	-
	6
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	8
	-
	-
	-
	-
	10
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	14
	-
	-
	58
	-
	-
	-
	-
	-
	-
	-
	-
	-

	9
	-
	-
	-
	-
	-
	11
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	69
	-
	-
	69
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	10
	-
	-
	-
	-
	-
	-
	36
	-
	-
	76
	51
	-
	-
	-
	-
	18
	-
	-
	-
	24
	-
	-
	-
	-
	-
	64
	-
	-
	-
	-
	-
	-
	-

	11
	-
	-
	-
	-
	-
	-
	-
	80
	-
	-
	19
	28
	-
	-
	-
	-
	17
	-
	-
	-
	29
	-
	-
	-
	-
	-
	34
	-
	-
	-
	-
	-
	-

	12
	-
	-
	-
	-
	-
	-
	-
	-
	66
	14
	-
	80
	-
	-
	-
	-
	-
	21
	25
	-
	-
	-
	-
	-
	36
	-
	-
	-
	-
	-
	-
	-
	-

	13
	-
	-
	-
	-
	-
	-
	-
	43
	-
	-
	-
	-
	-
	-
	-
	-
	-
	28
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	69
	-
	-
	-

	14
	-
	-
	-
	-
	-
	-
	-
	-
	44
	-
	-
	-
	-
	-
	-
	55
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	12
	-
	-
	-
	-
	-

	15
	-
	-
	-
	-
	-
	-
	52
	-
	-
	-
	-
	-
	-
	-
	-
	-
	17
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	47
	-
	-
	-
	-

	16
	11
	-
	67
	-
	2
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	70

	17
	3
	73
	-
	-
	-
	31
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	31
	-
	-

	18
	-
	57
	46
	14
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	55
	-
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