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Introduction
In the Ljubljana meeting a working assumption was made for spatial consistency based on [1]. In the discussion it was acknowledged that the stochastic modeling proposal in this contribution suffered from too rapid variations of the delays and angles of clusters, which would result in unrealistic channel changes when simulating with mobility. Additionally, the support for large antenna arrays should be further studied. The purpose of this contribution is to discuss the additional details not covered by [1] and propose relevant improvements. 
Issues on the time evolution of cluster delays and angles
In the working assumption it was proposed to model the spatial consistency of the channel by introducing spatial consistency also to the following random variables, with reference to the channel generation steps in the 3D SCM model [2]:
· Cluster specific random delay in step 5.
· Cluster specific shadowing in step 6.
· Cluster specific offset for AoD/AoA/ZoD/ZoA in step 7 (drop-based).
· Random coupling of rays in step 8.
· XPR in step 9.
· Random phase in step 10.
The correlation distances of these random variables was FFS. However, it was observed by several companies that the use of similar correlation distances as for the LSP parameters would lead to cluster delays and angles varying at a much greater rate than observed in measurements or even physically reasonable. Even the use of much larger correlation distances for these random variables does not seem to produce reasonable variations, as can be seen in Figure 1. The problem is largest for the weaker clusters. 
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[bookmark: _Ref447285974]Figure 1 Cluster delay variations over the route shown in Figure 2, with 37 m correlation distance (left) and 1000 m correlation distance (right) for the random parameters in steps 5,6,7. Channel realizations are from the 3D SCM UMa NLOS model, enhanced with the spatial consistency proposals in the working assumption.
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[bookmark: _Ref447285917]Figure 2 Test route taken by the terminal (in blue) for evaluating the rate of change of cluster angles and delays in the spatial consistency modeling. The eNB position is marked by a black dot. 
The root of this problem is evident when looking at the details of these steps. 
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As can be seen in step 5, the cluster delays are scaled with the rms delay spread which is already a spatially varying parameter with an autocorrelation distance of 40 m in the UMa NLOS scenario simulated here. However, the value of the rms delay spread can be several hundred ns. So even if the random variables  have a very large autocorrelation distance there will still be rapid delay variations due to the short autocorrelation of the delay spread. 
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Similarly, the cluster angles in step 7 are scaled by both the angle spreads, which have autocorrelation distances in the 40-50 m range, as well as with the log of the cluster powers which are further a function of the delay spread. It can then be understood that simply changing the autocorrelation distances of the involved parameters will not solve the issue.
Observation: The undesirably rapid variations in angle and delay in the spatial consistency modeling comes from the delay and angle scaling in steps 5-7, and this cannot be solved by any choice of the autocorrelation distances for the new spatially consistent parameters
Observation: While changing the autocorrelation distances also of the delay and angular spreads would help slow down the variations, this would change the model behavior and isn’t supported by any measurements
A solution for the mobility issue
So the only remaining solution is to rethink the steps for generating cluster powers, delays, and angles. A feasible solution would be to change the order of the steps into first generating delays and angles, and then subsequently generating cluster powers. By this the rate of variations of delays and angles can be fully controlled by setting suitable correlation distances, while the cluster power would need to be scaled to result in the intended delay and angular spreads. The process could look like this:

Step 5: Generate delays .
Delays are drawn randomly from a uniform distribution. Calculate 

Where  is the maximum delay (value FFS), Xn ~ uniform(0,1) (autocorrelation distance FFS), and cluster index n = 1,…,N. 

Step 6: Generate arrival angles and departure angles for both azimuth and elevation.
Calculate

Where  is the maximum angle (value FFS), Yn ~ uniform(0,1) (autocorrelation distance FFS), and cluster index n = 1,…,N.
etc…
Step 7: Generate cluster powers P.
Cluster powers are calculated assuming a single slope exponential power profile and Laplacian (FFS) angular power profiles. The cluster powers are determined by

[bookmark: _GoBack]where n ~ N(0,) (autocorrelation distance FFS) is the per cluster shadowing term in [dB]. 
etc…

This order of operations would not only allow full control of the rate of delay and angle variations, it would also remove the need for several parameters and intermediate sorting steps. At the same time the channel statistics would be fully maintained such that this solution can be applied in all drop-based, MU-MIMO, or mobility simulations. 
Observation: Reordering the operations in steps 5-7 and adopting a direct sampling methodology to cluster generation would fully solve the issues of too rapid delay and angle variations in the working assumption on spatial mobility
Conclusion
The following is proposed:
Proposal: The revised steps 5-7 proposed in section 3 should be adopted for channel generation
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Step 5: Generate delays =

Delays are drasn randomly from the delay distribution definedin Table 7.3-6. With exponential delay distribution
caleulate

7.0 (X,). (&)

Where 7cis the delay disrbution proportionality factor, ¥ ~ wpifomn(0,1), and clusterindex = 1,.__\. With uniform
delay distribution the delay values 7 aye dravn fromthe comesponding range. Normalise the delays by subtractingthe
miimurn delsy and sor the nomalised delaysto ascending rder:

sort(z, '~ min (z,)) a3)
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Step 6: Generate cluster powers P.

Cluster powers are calculated assuming single slope exponential power delay profile. Poser assigament dependson
the delay distribution definedin Table 7.3-1. With exponential delay distribution the cluster powers are determinedby
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tep 7: Generate amival angles and departure angles for both azimuth and elevation.

‘The composite PAS in azimuth of all clusters is modelled as w1apped Gaussian (see Table 7.3-6). The AOAs are
determinedby applying the inverse Gaussian function (7 ) with input parameters P, and RMS angle spread cs
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