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[bookmark: _Ref298777854]Introduction
The main objective of the WID on eLAA [1] is to specify UL support for LAA SCell operation in unlicensed spectrum and within the WID scope, the channel access mechanism functionality for UL transmission should be addressed and the decisions made in RAN1 during Rel-13 should be used as a starting point.
In our companion contribution [2] we discussed our views on the UL channel access mechanism and illustrated how the LAA network performs under different UL LBT options while coexisting with a Wi-Fi network. In this contribution, we discuss the need for an improved UL scheduling method that can greatly enhance UL LAA performance. 
Discussions
Several UL LBT schemes for LAA were already discussed in [2]. It was observed that LAA UEs had difficulty in competing with Wi-Fi nodes to access the medium at the scheduled UL subframe especially in the case of self-carrier scheduling. This resulted in significant LAA UL throughput degradation even with fast UL LBT schemes.
The main limiting factor at low load is not the UL LBT scheme itself (since only few users are active at the same time), but rather the UL grant transmission method. In [2], it was assumed that each UL subframe is scheduled by a dedicated grant sent 4 ms earlier as illustrated in Figure 1. This is the legacy UL grant transmission method and its main drawback is a high signalling overhead at low load.


[bookmark: _Ref427141843]Figure 1:  Legacy Scheduling
At high load, it is likely that a cell has DL traffic while one of its served UEs has UL traffic. The UL grant can thus often be multiplexed with DL data in the same DL subframe. The signalling overhead due to the legacy UL grant transmission in that case is limited.
At low load, the probability to have DL and UL traffic simultaneously in the same cell is low. Most of the time DL transmissions containing UL grant only are performed to schedule UL subframes. A dedicated grant transmission for each scheduled UL subframe thus means 100% signalling overhead. This high signalling overhead has two negative consequences.
1. The number of schedulable subframes for UL LAA is divided by two at low load. Instead of using all subframes for UL data, half of them must carry the UL grants as shown in Figure 1. This explains the low UL throughput observed in [2] at low load.
2. Non-negligible additional inter-cell interference is created at low load. With the legacy grant transmission, inter-cell interference is caused during the 1ms grant transmission in addition to the 1ms UL data transmission.
The drawbacks of the legacy UL grant transmission reduce the potential of UL LAA significantly but can be addressed with simple improvements such as scheduling multiple UL subframes from a single DL subframe as illustrated in Figure 2.
Scheduling multiple UL subframes from a single DL subframe enables the reduction of signalling overhead for UL LAA and the interference caused to neighbouring cells. Consider a low load situation with only UL traffic at a given time. If it is possible to schedule 4 UL subframes in a DL subframe, the overhead of the grant transmission is reduced to 25% which is much better than with the legacy grant transmission. 
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[bookmark: _Ref427060691]Figure 2:  Multi-subframe scheduling

Several different solutions to scheduling multiple UL subframes in the same DL subframe have been used or discussed:
· TDD configuration 0 with 3 UL subframes for every 2 DL subframes already supports scheduling multiple UL subframes from a single DL subframe. It is possible to extend such a framework to allow more addressable UL subframes from a single DL subframe.
· In the study item on low latency, improvements to the Semi-Persistent Scheduling (SPS) framework were discussed. One improvement could be a reduced periodicity of the SPS subframes to 1ms. In that case, a SPS grant would allow UL transmission in consecutive subframes. 
If the number of scheduled UL subframes with a single DL subframe is further increased, e.g. to 12, the signalling overhead can be further reduced, e.g. to 8.33%, and the LAA UL performance further improved. However, the optimal number of scheduled UL subframes with the same DL subframe depends on many factors, such as traffic type, traffic load and UE buffer size. Therefore, the eNB should have the freedom to configure how many UL subframes are scheduled with the same DL subframe.
LAA performance improvement with multi-subframe scheduling 
Using the same coexistence methodology and assumptions from [3], the indoor scenario is simulated where two operators deploy 4 small cells each in the single-floor building sharing a single 20 MHz unlicensed carriers. All networks have both DL and UL traffic with a 50/50 split. One of the Wi-Fi networks is replaced by LAA. 20 UEs per AP/eNB are considered in the evaluation. Moreover two additional VoIP traffic UEs per AP are modelled for the non-replaced Wi-Fi network. In the Wi-Fi and LAA coexistence scenario, in the first step, Operator A and B both use Wi-Fi. In the second step, operator A and its corresponding STAs are replaced by an LAA operator and LAA UEs while operator B and its STAs remain unchanged. Finally, the licensed PCell carrier is not used in the LAA network. More information on the simulation assumptions is available in Appendix.
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[bookmark: _Ref442452368]Figure 3: The left plot corresponds to the UL mean user throughput vs. served traffic per operator per AP/eNB for FTP traffic of Wi-Fi and LAA networks. The right plot corresponds to the UL VoIP outage of the non-replaced Wi-Fi network coexisting with Wi-Fi or LAA networks. In both, LAA operates with self-carrier scheduling.
In the following, we provide the system performance evaluation results of Wi-Fi coexisting with LAA performing self-carrier scheduling by using a legacy grant (denoted by legG) as illustrated in Figure 1 or a multi-subframe scheduling grant (denoted by MsfG) as depicted in Figure 2.
Figure 3 illustrates the potential of multiplexing the UL grants for 4 UL subframes in the same DL subframe where a substantial improvement in the UL LAA throughput is visible with multi-subframe scheduling compared to the legacy grant transmission due to the reduced signalling overhead. The Wi-Fi performance also improves due to the reduced inter-cell interference. Scheduling multiple UL LAA subframes in a single DL LAA subframe is thus beneficial for both networks.
.
Figure 3 also shows the UL VoIP outage of the non-replaced Wi-Fi operator. It can be observed that the VoIP outage reduces when the neighbouring network is using LAA instead of Wi-Fi. The reduction is more pronounced when the UL grant transmission is enhanced by enabling multi-subframe scheduling. Overall, fair coexistence can be achieved between the LAA and Wi-Fi networks for all UL grant transmission methods.
Observations:
· Legacy fixed UL grant delay of 4ms induces higher overhead, restriction and interference for LAA UL operation. At low load, UL throughput is limited to half of the link.
· Scheduling multiple UL LAA subframes from one DL subframe is beneficial for LAA and coexisting networks due to reduced signalling overhead and interference. Allowing more addressable UL subframes from a DL subframe enables better scheduling flexibility and higher UL performance.
· The performance of a Wi-Fi network coexisting with an LAA network enabled with multi-subframe scheduling is better than the performance of a Wi-Fi network coexisting with another Wi-Fi network.
The above analysis and investigation show that enabling a multi-subframe scheduling feature in LAA is essential. Therefore we strongly propose the following: 
Proposal:
· Support multi-subframe scheduling in LAA.
Conclusions
In this contribution, we discussed the limitation in LAA UL performance due to extra signalling overhead of UL grant. Based on our analysis and investigations we argued that enabling multi-subframe scheduling feature in LAA is essential and made the following observations:
Observations:
· Legacy fixed UL grant delay of 4ms induces higher overhead, restriction and interference for LAA UL operation. At low load, UL throughput is limited to half of the link.
· Scheduling multiple UL LAA subframes from one DL subframe is beneficial for LAA and coexisting networks due to reduced signalling overhead and interference. Allowing more addressable UL subframes from a DL subframe enables better scheduling flexibility and higher UL performance.
· The performance of a Wi-Fi network coexisting with an LAA network enabled with multi-subframe scheduling is better than the performance of a Wi-Fi network coexisting with another Wi-Fi network.
Based on our discussion we strongly proposed the following: 
Proposal:
· Support multi-subframe scheduling in LAA.
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Appendix
Additional Coexistence Evaluation Assumptions
The simulation assumptions are based on the agreed coexistence assumptions in [3] and we follow the Rel-13 agreements. However our preferences on the assumptions that remained optional or need clarifications when results are presented are provided below. In all the indoor coexistence evaluations, the transmit power of the base station in the unlicensed band is assumed to be 18 dBm per carrier. Moreover, FTP model 3 is used for generating FTP traffic. 

[bookmark: _Ref414616232]Table 1: Additional Wi-Fi system evaluation assumptions
	Parameter
	Value

	MCS
	802.11ac MCS table with 256 QAM 

	Antenna configuration		
	Open loop 2x2 MIMO 
QPSK/16QAM/64QAM/256QAM

	Channel coding
	LDPC

	Frame aggregation
	A-MPDU

	MPDU size
	1500B MSDU + 14 B header

	Max PPDU duration
	Baseline:< 4 ms 
(Asynchronous to LTE timing)

	MAC
	Coordination
	EDCA

	
	SIFS, DIFS
	SIFS, DIFS

	
	Detection
	Energy detection & preamble detection

	
	RTS/CTS
	No

	
	Contention window
	Per EDCA

	CCA-CS
	-82dBm and preamble decoding
(Note preamble occupies the 20MHz system bandwidth with rate 1/2 coding and BPSK modulation)

	CCA-ED on Primary Channels
	-62dBm

	ACK Modelled (successful reception, resources utilized)
	Yes

	DL/UL Duplexing
	For the DL-only LAA coexistence evaluations:
· DL traffic only for the replaced Wi-Fi network
DL and UL for the non-replaced Wi-Fi network 

	Rate control
	Same as used in LAA

	OFDM symbol length
	4 micro second

	AP contention window
	CWmin=15, CWmax=63

	UE contention window
	CWmin=15, CWmax=1023

	Defer period
	43 micro second including 3 CCA slots following 16 µs period

	Maximum TXOP
	4ms for AP and UE



[bookmark: _Ref414616236]Table 2: Additional LAA system evaluations assumptions
	Parameters
	Value

	PCI planning for each NW
	Planned 

	Antenna configuration	
	2Tx2Rx, Cross-polarized. 

	Transmission schemes
	Open loop 2x2 MIMO based on TM10, QPSK/16QAM/64QAM/256QAM

	Turbo code block interleaving depth
	Per LTE specs (1-14 LTE OFDM symbols dependent on MCS and PRB allocation)

	Scheduling
	Proportional fair

	Link adaptation
	Realistic

	CCA-ED (UL and DL)
	-72 dBm

	Cyclic Prefix
	Normal

	eNB contention window
	CWmin=15, CWmax=63

	CCA slot duration
	9 µs

	DL LBT parameters
	· Rel-13 channel access priority class 3 However DL MCOT=4ms is assumed in evaluations.


	UL LBT parameters
	· LAA UL LBT alternatives for self-carrier scheduling:
· A CCA duration of at least 25 us before the transmission burst, UL MCOT=4ms




	5/5	
Microsoft_Visio_Drawing111111111.vsdx
D
U
U
U
U
D
D
D
D
U
U
U
U
D
D
D



image2.emf
Grant delay = 4ms


image3.emf
3 4 5 6 7 8 9 10

0

10

20

30

40

50

60

70

80

90

Total served traffic per operator per AP [Mbps]

Mean Object Data Rate Per User [Mbps]

UL user throughput

 

 

Op.A LAA - MsfG

Op.B WiFi coex. w LAA

Op.A LAA - legG. 

Op.B WiFi coex. w LAA

Op.A WiFi

Op.B WiFi coex. w WiFi


image4.emf
4 5 6 7 8 9 10

0

0.2

0.4

0.6

0.8

1

Total served traffic per operator per AP [Mbps]

Ratio of VoIP users in outage (98% delay > 50ms)

Wi-Fi VoIP outage

 

 


image1.emf
DUUUU D D D DUUUU D D D


