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Introduction
In RAN1#83 a large number of agreements were made on resource allocation [1]. In this contribution we will focus on some further aspects related to the enhancement to resource selection/structure, which among other topics were agreed to be studied in RAN1#82bis [2]
· Enhancement to resource selection/structure
· Study which of the following principle(s) is(are) beneficial:
· Collision avoidance
· A UE identifies the resources that will be occupied and/or collided by the other UEs and avoids a colliding resource allocation for its transmission.
· FFS
· Details of the identification of the occupied and/or collided resources, e.g., by reading other UEs’ SA and/or sensing the energy level
· How to select the resources and MCS for transmission
· Whether a UE performs the resource selection procedure for every transmission, and if not, what triggers reselection
· FFS if the initial selection and reselection procedures are the same or not
· Whether signaling from eNB (e.g., information on the resource load) or another UE is beneficial. 
· Whether resource in this context is in the physical domain or the logical domain
· Resource selection based on transmitter-specific information
· Example 1: Resource allocation based on the location, velocity, and/or direction of the transmitter and/or distance between vehicles.
In this contribution we will focus on some further aspects related to the enhancement to resource selection/structure including collision avoidance and resource selection base on transmitter-specific information.
Principles for Mode 2 resource allocation for V2V
As the resources are selected autonomously by the devices in Mode 2 there is always a possibility that two or several devices select the same resource. In particular, collisions are inevitable when the traffic load in the system approaches the number of available resources unless some rules are set on the resource selection. Therefore one important principle for resource selection for Mode 2 V2V is collision avoidance. 
By collision and interference avoidance in a broad sense we are referring to all kinds of procedures that can be done in advance in order to minimize the selection of conflicting resources between the devices. Example of these are the organization and functional division of the resources into pools and sensing, which tries to find vacant resources inside the pools, which are not occupied by other devices in the surroundings. It should be noted that collision avoidance schemes also need to take into account service requirements, such as latency and priority. 
In addition, we use the term collision resolution for the procedure of preventing a future collision due to an overlap of already selected resources. This is closely related to the V2V control channel, at least in case the resources are indicated before a transmission. The collision resolution is done in a distributed way without the aid of any centralized scheduling node. In case the involved devices are able to receive each other’s control channels, they are able to mutually and instantly identify on which one shall withdraw and which shall transmit, e.g. based on pre-defined rules. Naturally, it is possible to combine collision resolution with sensing and coordination of resource pools, as collision resolution can be defined within a certain resource pool, and the method to originally select the resources is somewhat independent of the collision resolution scheme.
Another consideration is the interference coming from adjacent PRBs, which causes the near-far problem and how this can be mitigated by proper pool planning.
Resource selection based on location information
Some principles have been agreed for further study in RAN1#82bis which aim at managing resource utilization by different UEs by taking into account information about the transmitter that is not directly related to radio conditions. For example UE velocity, position, direction of movement, received power or some possible combination of those variables. Given that it is expected that all vehicles supporting V2X services are equipped with GNSS receiver for acquiring position information, such propositions could be explored.
Location-based information can be used with varying levels of granularity for the purpose of resource allocation. For example, in Figure 1 the resources for transmission of V2V messages are mapped to road segments, including lane information. In principle such mapping can be applied for orthogonalization of transmissions within a certain area, with the main drawback that mapping of resources to areas need to be planned carefully for all mapped areas. While such approach may be feasible for freeways and similar road segments, it is important to generalize any location-based scheme to support more arbitrary road layouts, without such careful planning. Moreover, resource allocation schemes need to include vehicles that are in parking lots (indoor or outdoor) and other unmapped areas. lane 1
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Figure 1. Example of fine partition for mapping of location into resources in a road.

For a more generalized location-based mapping of UEs to resources, one may utilize the resource pools concept, and apply other mechanisms to resolve collisions within a resource pool, including the ones described in Sections 4 and 5. In this case the resource partition in Figure 1 would indicate resource pools instead of exact resources. The mapping of locations to resources or resource pools need to be signaled to and / or pre-configured in all the vehicles driving in the area of interest. This mapping may be based on direct association of specific locations and resources, or else based on pre-defined rules, e.g. associated with the location coordinates.
Division of UEs into resource pools based on location could be considered for mitigating the near-far effect as well, which is an intrinsic problem of D2D transmissions due to the power imbalance at the receiver. For example, there could be two pools and an algorithm that steers the devices to transmit into the same pool that is utilized by other UEs in the vicinity. Such algorithm can be based on properties of the received signal or based on location of the device, utilizing mappings similar to the one exemplified in Figure 1. 
Observation 1: Resource selection based on location information could be used for addressing the near-far problem, and further studies are needed on the exact mechanisms.

Sensing 
Sensing has been discussed and proposed in several meetings by several companies [3] [4]. There are not yet clear conclusions or convergence on sensing for V2V, and the concept is still relatively diffuse. Loosely speaking, sensing means that before transmission the device will ”sense” which resources are already in use and which are vacant. This implies an assumption that the resource utilization is expected to remain stable at least in the near term. Hence, upon selecting a vacant resource for both data and control, it will use that particular resource (which could mean a physical or virtual resource) at least for some time. This should reduce the number of resource collisions in autonomous resource allocation mode.
Some companies propose that devices ”sense” simply by monitoring the received power on the resources [3]. This understanding is from WiFi world and also from Rel-13 LAA, but it is not necessarily a good solution for V2V. The result of energy-sensing may not be accurate due to in-band emissions from UEs, and sometimes this situation could make collision problem more severe [4].
Since in a typical V2V application a UE has to always decode the control messages from all other UEs, reading other UEs’ control messages before the transmissions can be naturally exploited as a mean to discover the resources used by other devices. As the control messages are also equipped with error detection this is a reliable way to “sense” the resources. Some details whether a resource shall be considered vacant after sensing in just one or in several scheduling periods is FFS. As mentioned in the previous section, power levels and location information can be used in addition for determining the resources where to transmit. It is also possible that in some scenarios the eNB can aid in some form the resource selection process, but this is not considered in this contribution.
This leads to the following observations and proposals:
Observation 2: Sensing should primarily be based on decoding the control channel. Other transmitter specific information can potentially be used in addition.
An alternative form of sensing is resource reservation [3], where a device explicitly signals in its control message that the indicated resources are also used in the next scheduling periods(s). Resource reservation works similarly to sensing but the difference is that resources are not automatically reserved. Devices that are transmitting regular messages will reserve the resources but for the devices that are not transmitting regular messages there is no point in occupying the resources. Pros and cons for sensing or resource reservation are FFS.
In its most basic form the resource allocation strategy based on sensing is that, after selecting a resource as a result of thesensing phase, the resource allocation is maintained in future scheduling periods. This kind of winners-take-it-all approach leads to an unfair situation where a device can keep a resource indefinitely and some other devices do not have any opportunity to transmit (especially in the overloaded case). However, fairness can be introduced by defining either some limit on the number of consecutive scheduling periods to be used by a device or, alternatively by a probabilistic procedure where a random number is drawn and the devices release the resource with a predefined release probability.
Based on these observations the baseline sensing algorithm can be summarized as follows:
1. Listen to and decode all control channels until vacant resources found for control and data
2. Select randomly and/or based on some other transmitter specific information control- and data-resources from the set of unused resources
3. Transmit control and data on the selected resources in next period
4. With rand < prelease goto 3 else goto 1

Observation 3: Fairness between the devices cannot be guaranteed by the basic sensing algorithm
Proposal 2: Introduce fairness in the sensing algorithm by either a counter or a release probability
Collision resolution 
One problem with the baseline sensing algorithm is incomplete control channel information. Collisions on the control channel from nearby devices as well as interference from far away devices leads to missed detection of the control channel. This leads to suboptimal resource selection and in the worst case it may lead to persistent collisions both for control and data. Even worse, some of the involved devices maybe not be aware of such collisions at all. The collision situation might continue until the resources are eventually released by the fairness procedure but until then the reliability of the impacted transmissions will be seriously compromised. 
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Figure 2. Collision cases for control and data

Figure 1 demonstrates the collision problem with collisions on both control- and data-resources. Device A transmits on control resource 1 and indicates allocation for data resource 1. Device B transmits on control resource 2 and indicates also allocation for data resource 1. Device C transmits on control resource 2 and indicates allocation for data resource 3. Devices B and C collide on control resource 2 and devices A and B indicate colliding allocations on data resource 1. The overlapping transmissions of devices B and C on the control resource 2 means that device A cannot decode control resource 2 content so that it is not aware of the collision on data resource 1. Device B observes the collision on data resource 1.
Collision resolution is a distributed algorithm, where the involved devices mutually agree who is allowed to transmit and who should withdraw. There are different types of collision resolution algorithms.
· Default resolution: When a device notes its data will be involved in a collision it will withdraw its transmission. There is no capacity gain but interference is reduced
· Probabilistic resolution: When a device notes its data will be involved in a collision it will withdraw its transmission with a probability depending on the number of devices involved in a collision (1/N). Some capacity gain. (0.5 > p_succ > e-1) depending on how many devices are involved in the collision. 
· Deterministic resolution: When a device notes its data will be involved in a collision it will withdraw its transmission depending on some property in its control channel. With complete control information only one device will transmit. This requires that some metric is defined on some property of the control channel. The metric could for example be based on the index of the control channel or some field in the control payload or combinations of these.
· Advanced resolution: One problem with the deterministic collision resolution is that when one of the devices involved in a data collision (A and B in Figure 2) also has a collision on its control resource (B) the other involved UE (A) is not aware of the data collision. If in this case this UE (A) is supposed to withdraw its transmission based on the control channel property, in fact it is not able to do so and the collision can continue for many scheduling periods. One solution to this problem is to define a time variant control channel property, which would instruct the involved UEs to withdraw in even or odd scheduling periods. In this way the collision can be resolved at least in the next scheduling period (B will withdraw). Details for this procedure are FFS.

The only case that is always impossible to resolve is when two devices collide on both control- and data-resources. This is more likely the case with collisions where there is a 1:1 mapping between control and data.
As these algorithms are able to increase the performance and have a low complexity they should be further studied in RAN1.
Observation 4: Collision resolution on top of sensing can increase the capacity in PC5 V2V operation.
Conclusions
Based on the discussion above, we have the following observations and proposals:
Observation 1: Resource selection based on transmitter- specific information could be used for solving the near-far problem.
Proposal 1: RAN1 shall discuss further the usage of on transmitter- specific information in the resource selection process.
Observation 2: Sensing should primarily be based on decoding the control channel. Other transmitter specific information can potentially be used in addition.
Observation 3: Fairness between the devices cannot be guaranteed by the basic sensing algorithm
Proposal 2: Introduce fairness in the sensing algorithm by either a counter or a release probability
Observation 4: Collision resolution on top of sensing can increase the capacity in V2V
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