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1 Introduction

In RAN#67, the study item on latency reduction was approved [1] . The following areas are to be studied in RAN1.
· Assess specification impact and study feasibility and performance of TTI lengths between 0.5ms and one OFDM symbol, taking into account impact on reference signals and physical layer control signaling 

· backwards compatibility shall be preserved (thus allowing normal operation of pre-Rel 13 UEs on the same carrier).

In this contribution, we provide some preliminary results of system-level evaluation for TTI shortening. 
2 Evaluation assumptions

As discussed in [4], we focus on FTP and TCP application in this evaluation. We first model the delays due to core network delay, HARQ RTT, SR/grant and TCP ACK delay as shown in Figure 1. We assume that there is no delay between UE physical layer and UE higher layer, e.g., application layer.
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Figure 1: Modeling of delays due to core network delay, HARQ RTT, SR/grant and TCP ACK delay

Plus, TCP model and FTP traffic model are used as below. 
Table 1: TCP model

	Parameter
	Assumption

	Core network delay (CN delay)
	6 ms

	Initial window size
	1460 Bytes

	MSS
	1460 Bytes

	ssthresh
	65535 Bytes


Table 2: FTP traffic model
	Parameter
	Assumption

	FTP traffic model
	Model 2 (described in [4])

	File size / 

arrival rate λ of reading time D
	10 KB / λ = 10

50 KB / λ = 2

100 KB / λ = 1 

500 KB / λ = 0.2

1000 KB / λ =0.1

	Illustration of file arrivals
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In order to simplify the TCP model, we assume that TCP ACK always occurs when a TCP segment is received at UE higher layer. For FTP traffic model, we use FTP model 2. For the fixed number of users, a file for each user is arrived the reading time D after the previous file is entirely transmitted. The reading time D is the time from the end of previous file downloading to the arrival of new file for a certain user. The reading time D is modeled as exponential distribution with rate λ. The other evaluation parameters are provided in Annex. A. 
3 Evaluation results

With the above evaluation assumptions, we provide numerical results. Before showing the results, we define some terminologies as below.
· Delay: the time from file arrival at application server to successful transmission at the UE application layer

· File throughput: throughput calculated per file, i.e., file size divided by delay
· UPT: mean value of file throughputs over the files that the user successfully receives. Unfinished files are disregarded in this calculation. 

· Latency: mean value of delay over the files that the user successfully receives. Unfinished files are disregarded in this calculation. 

3.1 Gain during TCP slow start phase

As discussed in RAN2 [2], the gain for TTI shortening comes from TCP slow start phase because TCP ACK can be given much faster than normal TTI. In TCP slow start phase, once a TCP ACK corresponding to a segment, two segments can be transmitted from the application server to the eNB. This makes the TCP congestion window size increase exponentially during TCP slow start phase. Therefore, if TCP ACK comes back faster to the application server, then the buffer at the eNB gets more bits available to transmit to the UE. 
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Figure 2: Increasing window size for various file size

Figure 2 shows the changes of TCP congestion window size for various file size. Generally, to control data transmission through TCP, the algorithms named slow start and congestion avoidance are used. The congestion window, which is the size of data that the application server transmits to the eNB, increases exponentially during TCP slow start phase while it increases linearly during TCP congestion avoidance phase. Some value called slow start threshold (ssthresh) is used to differentiate between TCP slow start phase and congestion avoidance. It can be seen that the congestion window size increases exponentially during TCP slow start phase, i.e., when the congestion window size is less than the value of ssthresh equal to 65535 Bytes. On the other hand, after TCP slow start phase, the congestion window size increases linearly. In the region of congestion avoidance, i.e., after TCP slow start phase, there is no gain from TTI shortening. This is because the congestion window size is already large enough compared to TBS that the eNB transmits to the normal-TTI and shorter-TTI UEs at once. Also, as the file size is smaller, the portion of TCP slow start phase is getting bigger. Therefore, TTI shortening can obtain the latency gain, especially, for small file sizes.

Observation 1: TCP congestion window size increases exponentially during TCP slow start phase.
Observation 2: In the region of TCP congestion avoidance, there is no gain from TTI shortening because TCP congestion window size is already large enough.
Observation 3: As the file size is smaller, the portion of TCP slow start phase is getting bigger.
Observation 4: TTI shortening can obtain the latency gain, especially, for small file sizes.
3.2 UPT performance for 1 UE/sector

In the following figures, we show the 5th, 50th and 95th percentile and average values of UPT. For UPT, each level of percentile among 5th, 50th and 95th represents cell-edge, median and best UEs, respectively. The evaluation results in this subsection are of the assumption that there is only one UE per sector. Therefore, once a UE is scheduled by the eNB, then the UE utilizes the entire system bandwidth. The results for 5 and 10 UEs per sector can be seen in Annex. B and Annex. C, respectively. It can be seen that, as the number of UEs increases, i.e., the traffic load becomes higher, the UPT gain from TTI shortening decreases except the 95th percentile UPT, which means the 5th best UE’s UPT. For the 95th percentile UPT, the case of 5 UEs per sector has the higher UPT gain than the cases of 1 UE and 10 UEs. 

As shown in Figure 3, TTI shortening gives some gain in cell-edge performance for small-sized files. On the contrary, for big file size, e.g., 500 KB and 1000 KB, the use of shorter TTI brings performance degradation for cell-edge UEs. This is because data rate from application server to an eNB is larger than data rate from the eNB to the cell-edge UEs so that the eNB’s buffer is rarely empty. 


However, in the 50th, 95th and average of UPT performance of Figure 4, Figure 5 and Figure 6, there is gains by using shorter TTI. Especially, we can see much gain for best UEs even for large-sized files as shown in Figure 5. 
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Figure 3: Comparison of 5th percentile (cell-edge UE) of UPT performance according to TTI length
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Figure 4: Comparison of 50th percentile (median UE) of UPT performance according to TTI length
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Figure 5: Comparison of 95th percentile (best UE) of UPT performance according to TTI length
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Figure 6: Comparison of average UPT performance according to TTI length
Observation 5: For cell-edge UEs, TTI shortening can bring the gain in UPT performance for small-sized files while it brings performance degradation for big-sized files.

Observation 6: For the 50th and 95th percentile UEs, TTI shortening can bring much gain in UPT performance even for big-sized files.
3.3 Latency performance for 1 UE/sector

In the following figures, we show the 5th, 50th and 95th percentile and average values of latency. For latency, each level of percentile among 5th, 50th and 95th represents best, median and cell-edge UEs, respectively. Similar to the UPT case, the evaluation results in this subsection are of the assumption that there is only one UE per sector. The results for 5 and UEs per sector can be seen in Annex. B and Annex. C, respectively. It can be seen that, as the number of UEs increases, i.e., the traffic load becomes higher, the latency gain from TTI shortening decreases except the 5th percentile latency, which means the 5th best UE’s UPT. For the 5th percentile latency, the case of 5 UEs per sector has the higher latency gain than the cases of 1 UE and 10 UEs.

As shown in Figure 7, Figure 8 and Figure 10, TTI shortening gives some gain in the 50th, 95th and average of latency performance. Especially, we can see much gain for best UEs even for large-sized files as shown in Figure 7. However, similar to the UPT case, Figure 9 shows that even though there is some gain of latency in cell-edge performance for small-sized files, the use of shorter TTI brings performance degradation for big-sized files, e.g., 500 KB and 1000 KB.
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Figure 7: Comparison of 5th percentile (best UE) of latency performance according to TTI length
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Figure 8: Comparison of 50th percentile (median UE) of latency performance according to TTI length
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Figure 9: Comparison of 95th percentile (cell-edge UE) of latency performance according to TTI length
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Figure 10: Comparison of average latency performance according to TTI length
Observation 7: For cell-edge UEs, TTI shortening can bring the gain in latency performance for small-sized files while it brings performance degradation for big-sized files.
Observation 8: For the 5th and 50th percentile UEs, TTI shortening can bring much gain in latency performance even for big-sized files.
4 Conclusions
In this contribution, we provided preliminary system-level evaluation results with UPT and latency. Our observations can be summarized as below.

Observation 1: TCP window size increases exponentially during TCP slow start phase.
Observation 2: In the region of congestion avoidance, there is no gain from TTI shortening because TCP window size is already large enough.
Observation 3: As the file size is smaller, the portion of TCP slow start phase is getting bigger.
Observation 4: TTI shortening can obtain the latency gain, especially, for small file sizes.
Observation 5: For cell-edge UEs, TTI shortening can bring the gain in UPT performance for small-sized files while it brings performance degradation for big-sized files.
Observation 6: For the 50th and 95th percentile UEs, TTI shortening can bring much gain in UPT performance even for big-sized files.
Observation 7: For cell-edge UEs, TTI shortening can bring the gain in latency performance for small-sized files while it brings performance degradation for big-sized files.
Observation 8: For the 5th and 50th percentile UEs, TTI shortening can bring much gain in latency performance even for big-sized files.
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5 Annex A: Evaluation assumptions
The evaluations in this contribution are performed with the following evaluation assumptions. 
Table 3: Evaluation assumptions

	Parameter
	Assumption

	Carrier frequency
	2 GHz

	System bandwidth
	10 MHz

	Duplex mode
	FDD

	Cell layout
	Hexagonal grid, 7 cell sites, 3 sectors per cell with wrap-around

	Number of UEs
	1/5/10 UEs per sector 

	Inter-site distance (ISD)
	500 m

	UE speed
	3 km/h

	Channel model
	Urban Macro

	Pathloss model
	L = 128.1 + 37.6×log10(R) (R in km)

	Lognormal shadowing, std. dev.
	8 dB

	Penetration loss
	20 dB

	Antenna configuration
	eNB Tx: 2, UE Rx: 2

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Antenna pattern (vertical)

(For 3-sector cell sites with fixed antenna patterns)
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The parameter 
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is the electrical antenna downtilt. The value for this parameter, as well as for a potential additional mechanical tilt, is not specified here, but may be set to fit other RRM techniques used. For calibration purposes, the values 
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= 15 degrees for 3GPP case 1 and 
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= 6 degrees for 3GPP case 3 may be used. Antenna height at the base station is set to 32m. Antenna height at the UE is set to 1.5m. In this simulation, 3GPP case 1 is used.

	Combining method in 3D antenna pattern
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	eNB TX power
	46 dBm (40 Watts)

	UE Tx power
	23 dBm

	Thermal noise density
	-174 dBm/Hz

	Outer loop power control
	Yes

	Receiver type
	MMSE-IRC

	Channel estimation loss
	0 dB (ideal channel estimation)

	PHY abstraction
	EESM (exponential effective SINR mapping)

	CQI measurement period
	5 TTIs

	HARQ RTT
	8 TTIs

	FTP model
	FTP model 2 (with reading time D of exponential distribution)

	FTP file size / rate of reading time D
	10 KB / λ = 10, 50 KB / λ = 2, 100 KB / λ = 1, 

500 KB / λ = 0.2, 1000 KB / λ =0.1

	scheduler
	Proportional fair

	TTI length
	1 symbol, 2 symbols, 7 symbols, 14 symbols

	Legacy PDCCH region
	· 3 symbols per TTI for subframe TTI

· 2 symbols per TTI for slot TTI

· 2 symbols per subframe for one-symbol/two-symbol TTI

	Overall L1 overhead for

one-symbol/two-symbol TTI
	30% (including legacy PDCCH region)

	One-way core network delay
	6 ms

	TCP parameters
	· Initial TCP window: 1460 Bytes

· MSS: 1460 Bytes

· Ssthresh: 65535 Bytes

· TCP ACK in UL is error free.

	TCP ACK delay
	13 TTIs (including SR, grant, UL transmission)


6 Annex B: Evaluation results for 5 UEs/sector
The UPT and latency performance for 5 UEs per sector are provided.
6.1 UPT performance for 5 UEs/sector
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Figure 11: Comparison of 5th percentile (cell-edge UE) of UPT performance according to TTI length
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Figure 12: Comparison of 50th percentile (median UE) of UPT performance according to TTI length
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Figure 13: Comparison of 95th percentile (best UE) of UPT performance according to TTI length
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Figure 14: Comparison of average UPT performance according to TTI length
6.2 Latency performance for 5 UEs/sector
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Figure 15: Comparison of 5th percentile (best UE) of latency performance according to TTI length
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Figure 16: Comparison of 50th percentile (median UE) of latency performance according to TTI length
[image: image26.emf]14 7 2 1

9

5

%

-

t

i

l

e

 

l

a

t

e

n

c

y

 

(

m

s

)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0%

-20%

-33%

-36%

10 KB

14 7 2 1

0

0.05

0.1

0.15

0.2

0.25

0.3

0%

-4%

-7%

-4%

50 KB

Number of symbols per TTI

14 7 2 1

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0%

-2%

0%

5%

100 KB

14 7 2 1

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0%

10%

17%

24%

500 KB

14 7 2 1

0

0.5

1

1.5

2

2.5

3

0%

-3%

2%

1%

1000 KB

File size →

95%-tile latency


Figure 17: Comparison of 95th percentile (cell-edge UE) of latency performance according to TTI length
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Figure 18: Comparison of average latency performance according to TTI length
7 Annex C: Evaluation results for 10 UEs/sector
The UPT and latency performance for 10 UEs per sector are provided.
7.1 UPT performance for 10 UEs/sector
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Figure 11: Comparison of 5th percentile (cell-edge UE) of UPT performance according to TTI length
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Figure 12: Comparison of 50th percentile (median UE) of UPT performance according to TTI length
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Figure 13: Comparison of 95th percentile (best UE) of UPT performance according to TTI length
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Figure 14: Comparison of average UPT performance according to TTI length
7.2 Latency performance for 10 UEs/sector
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Figure 15: Comparison of 5th percentile (best UE) of latency performance according to TTI length
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Figure 16: Comparison of 50th percentile (median UE) of latency performance according to TTI length
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Figure 17: Comparison of 95th percentile (cell-edge UE) of latency performance according to TTI length
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Figure 18: Comparison of average latency performance according to TTI length
Page 7

_1492352941.unknown

_1492352943.unknown

_1492352944.unknown

_1505209656.unknown

_1492352942.unknown

_1492352939.unknown

_1492352940.unknown

_1492352938.unknown

