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1. Introduction
In RAN1#82bis, the following agreements were achieved [1].

	Agreements:
· eNodeB can configure by RRC signaling an eCA UE to determine HARQ-ACK codebook size according to either (a) or (b) as follows:
· Solution (a):

· DAI based solution is supported for dynamic HARQ-ACK codebook:
· Counter DAI in each DL assignment of one CG are used to HARQ-ACK codebook order.
·  Counter DAI is incremented in frequency-first-time-second manner for TDD PUCCH CG.
· Counter DAI is incremented in carrier index  for FDD PUCCH CG
· FFS: Number of bit for counter DAI
· FFS: Total DAI in each DL assignment of one CG is to indicate the total codebook size in the current subframe for the corresponding FDD PUCCH CG, up to present subframe within a bundling window for corresponding TDD PUCCH CG .
· FFS:UL DAI in UL grant is  used to indicate the total codebook size within bundling window(Keep the same function in Rel-12);UL grant with UL DAI can be triggered by eNB if  it is deemed necessary to further ensure the common understand between UE and eNB on the total codebook size 
· FFS: Granularity of codebook
· Solution (b):

· An eCA UE determines HARQ-ACK codebook size according to the number of configured CCs (i.e. as in Rel-12)

· Fallback to PUCCH format 1a/b is supported as in Rel-12
· No additional spec impact is needed specifically for solution (b)

· Both solution (a) and solution (b) are mandatory feature as UE capability from RAN1 recommendation point of views for UEs supporting more than 5 CCs


This document reviews the major options for solution (a), based on some of the proposals submitted by various companies in RAN1#82bis [2] to[12], with a focus on FDD.

2. Discussion

The main aim of supporting a dynamic codebook size for the HARQ ACK feedback, corresponding to the scheduled CCs, is to minimize the UL overhead.

Given the significant probability that any given DL DCI may not be detected (i.e. the CRC fails) at the UE, the main identified issues are as follows:

· The need for a common understanding between the eNB and UE of the HARQ ACK codebook size used by the UE

· If the UE transmits with a HARQ ACK codebook size which is not expected by the eNB, then the eNB may fail to receive the feedback. Even if the UE succeeds in receiving an unexpected codebook size, it may not be able to correctly interpret the payload.  

· The need for a common understanding of which codewords, (and the corresponding CCs) been correctly received by the UE (i.e. which transport blocks transmitted by the eNB correspond to the ACKs transmitted by the UE).

· Depending on which techniques are used, it may be possible for the UE to transmit with the correct codebook size, but with an incorrect mapping of CCs or transport blocks to ACK/NACK bits. This could lead to some ACK to NACK errors, or more seriously some NACK to ACK errors.

· Note that the eNB may generally assume NACK for any transport blocks for which ACK is not sent by the UE.     
Some of the relevant parameters for analyzing the proposed solutions are as follows:-
	Parameter
	Possible range 
	Default assumption (unless otherwise stated)

	Number of configured CCs
	6 – 32
	32

	Number of scheduled CCs
	0 – 32
	16

	Number PDSCH codewords per scheduled CC
	1-2
	2

	Number of HARQ ACK bits per CC
	1-2
	2 (no spatial bundling)

	Number of subframes for which HARQ ACK may be time-domain bundled 
	1 – 9
	1 (no time-domain bundling)

	BLER on DL DCI
	0 – 100%
	1%


Table 2.1: Parameter values assumed for analysis
For the purposes of analysis we assume that process leading to lost or erroneous DCIs can be modelled by a uniform random process with no correlation between CCs or subframes. This is may not represent the occurrence of errors in practice, but should be sufficient to compare different schemes.   
	Error metric
	Value

	BLER on DL DCI
	0.01

	Probability of no missed DCI
	0.85

	Probability of missing last DCI
	0.01

	Probability of missing last 2 DCIs
	10-4

	Probability of missing last 4 DCIs
	10-8

	Probability of missing at least 4 successive DCIs in sequence
	~10-7


Table 2.2: Probabilities for some error events (under the default assumptions in Table 1)
3. Potential Solutions
In general, DAI schemes can be characterized in terms of the following aspects:-

· Total number of bits per DCI (e.g. 2 or 3)

· The granularity with which the HARQ ACK codebook is to be determined by the UE (e.g. 1, 2 or 4 CCs or possibly per codeword).

· The probability of an error event (e.g. missed DCIs) causing an error in the codebook size and/or the mapping between codewords and HARQ ACK bits (i.e. a difference in understanding between UE and eNodeB).

DAI schemes are counter based, so there are some degrees of flexibility such as:-
· Number of counter bits

· Starting value

· Counting direction

· Counting increment
· Inclusion of additional bits (e.g. indication of total count)
We consider the following schemes:-

· 2 bit DAI

· 2 bit counter

· 1 CC codebook size granularity

· 2 CC codebook size granularity

· 4 CC codebook size granularity
· 2 bit counter with total replacing the last n DAI values (n=4)

· 2 bit counter with total replacing the first DAI value

· 2 bit counter with codebook size granularity indicated by counting direction

· 1 CC/ 2 CC codebook size granularity

· 2 CC/ 4 CC codebook size granularity

· 3 bit DAI

· 2 bit counter plus 1 bit indicator of last DAI
· 2 bit counter plus 1 bit total count in all DAIs

· 2 bit counter plus 1 bit indicating codebook size granularity 

· 2 CC/ 4 CC codebook size granularity

· 3 bit counter with codebook size indicated by counting direction
· 2 CC/ 4 CC codebook size granularity

· 3 bit counter with codebook granularity indicated by counting increment
· 1 CC/ 2 CC codebook size granularity

Since sufficient performance can be obtained with no more than 2 or 3 DAI and associated bits per DCI the evaluation below does not consider schemes requiring more bits. 
3.1. Evaluation
In the evaluation here we consider the main error event case(s) of missed DCI(s) which would lead to an incorrect HARQ ACK codebook size (not including the case where all DCIs are missed), and estimate the probability for such events, based on the assumptions in section 2. Since small numbers of CCs may be scheduled with significant probability, even if a large number of CCs are configured for the UE, we consider such cases here. For typical DAI schemes with a large number of CCs scheduled, the main error event probability is not highly dependent on the number of CCs, so we consider the case of 32 CCs as representative example.     

2 bit DAI
Table 3.1 shows a baseline scheme with a 2 bit DAI which counts DCIs. As with typical DAI schemes, the  UE can identify missed DCIs from gaps in the sequence. This simple scheme suffers from the disadvantage that missing the last DCI cannot be detected, and this error event can occur with significant probability.
	Number of DCIs 
	Sequence of 2 bit DAI values (binary)
	Sequence of 2 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	00
	0
	1
	-
	-

	2
	00,01
	0,1
	2
	The last DCI is missed
	0.01

	3
	00,01,10
	0,1,2
	3
	The last DCI is missed
	0.01

	4
	00,01,10,11
	0,1,2,3
	4
	The last DCI is missed
	0.01

	5
	00,01,10,11,00
	0,1,2,3,0
	5
	The last DCI is missed
	0.01

	6
	00,01,10,11,00,01
	0,1,2,3,0,1
	6
	The last DCI is missed
	0.01

	7
	00,01,10,11,00,01,10
	0,1,2,3,0,1,2
	7
	The last DCI is missed
	0.01

	
	
	
	
	
	

	32
	00,01…………10,11
	0,1,……….2,3
	32
	The last DCI is missed
	0.01


Table 3.1: 2 bit counter with 1 CC codebook size granularity

Table 3.2 shows the same 2 bit DAI scheme as  Table 3.1, except that a granularity of  2 CCs is assumed for the codebook size (i.e. the codebook size is a multiple of 2, and if an odd number of DCIs are received, the UE allocates HARQ ACK bits for an additional DCI). This improves the error probability in some cases (where the number of transmitted DCIs is actually a multiple of 2).
	Number of e DCIs 
	Sequence of 2 bit DAI values (binary)
	Sequence of 2 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	00
	0
	2
	-
	-

	2
	00,01
	0,1
	2
	-
	-

	3
	00,01,10
	0,1,2
	4
	The last DCI is missed
	0.01

	4
	00,01,10,11
	0,1,2,3
	4
	The last two DCIs are missed
	10-4

	5
	00,01,10,11,00
	0,1,2,3,0
	6
	The last DCI is missed
	0.01

	6
	00,01,10,11,00,01
	0,1,2,3,0,1
	6
	The last two DCIs are missed
	10-4

	7
	00,01,10,11,00,01,10
	0,1,2,3,0,1,2
	8
	The last DCI is missed
	0.01

	
	
	
	
	
	

	32
	00,01…………10,11
	0,1,……….2,3
	32
	The last two DCIs are missed
	10-4


Table 3.2: 2 bit counter with 2 CC codebook size granularity

Table 3.3 shows the same 2 bit DAI scheme as  Table 3.2, except that now a granularity of  4 CCs is assumed for the codebook size . This improves the error probability significantly, and a further improvement is achieved by setting the starting value of the DCI counter to be 1 when the number of transmitted DCIs is 1 plus a multiple of 4.

	Number of DCIs 
	Sequence of 2 bit DAI values (binary)
	Sequence of 2 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	01
	1
	4
	-
	-

	2
	00,01
	0,1
	4
	-
	-

	3
	00,01,10
	0,1,2
	4
	-
	-

	4
	00,01,10,11
	0,1,2,3
	4
	-
	-

	5
	01,10,11,00,01
	1,2,3,0,1
	8
	The last two DCIs are missed
	10-4

	6
	00,01,10,11,00,01
	0,1,2,3,0,1
	8
	The last two DCIs are missed
	10-4

	7
	00,01,10,11,00,01,10
	0,1,2,3,0,1,2
	8
	The last three DCIs are missed
	10-6

	
	
	
	
	
	

	32
	00,01…………10,11
	0,1,……….2,3
	32
	Four consecutive DCIs are missed
	~10-7


Table 3.3: 2 bit counter with 4 CC codebook size granularity, and the starting value DAI is zero except when the number of DCIs is 1 plus a multiple of four, when the starting value is 1.
Table 3.4 shows the same 2 bit DAI scheme as Table 3.1, but modified to replace the last 4 DAI values with the total number of scheduled DCIs. This achieves very low error probabilities for the codebook size, but at the cost of potential ambiguity in the mapping between codewords ond HARQ bits if any of the last 4 DCIs are lost.  
	Number of DCIs 
	Sequence of 2 bit DAI values (binary)
	Sequence of 2 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	01
	1
	1
	-
	-

	2
	10,10
	2,2
	2
	-
	-

	3
	11,11,11
	3,3,3
	3
	-
	-

	4
	00,00,00,00
	0,0,0,0
	4
	-
	-

	5
	00,01,01,01,01
	0,1,1,1,1
	5
	Four DCIs are missed
	~10-8

	6
	00,01,10,10,10,10
	0,1,2,2,2,2
	6
	The first or last four DCIs are missed
	~10-8

	7
	00,01,10,11,11,11,11
	0,1,2,3,3,3,3
	7
	The first or last four DCIs are missed
	~10-8

	
	
	
	
	
	

	32
	00,01…10,11,00,00,00,00
	0,1…2,3,0,0,0,0
	32
	Four consecutive DCIs are missed
	~10-7


Table 3.4: 2 bit counter with 1 CC codebook size granularity, total count replaces the last 4 DAI values

Table 3.5 shows a similar 2 bit DAI scheme as Table 3.4, but in this case the first DAI value is replaced by the total number of scheduled DCIs. This achieves good error probabilities for the codebook size (except where only two DCIs are scheduled), but there are some potential ambiguities in the mapping between codewords and HARQ bits if the first and second DAI values are the same and either of the corresponding DCIs is missed.  

	Number of DCIs 
	Sequence of 2 bit DAI values (binary)
	Sequence of 2 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	01
	1
	1
	-
	-

	2
	10,01
	2,1
	2
	The first DCI is missed
	0.01

	3
	11,01,10
	3,1,2
	3
	Any two DCIs are missed
	~10-4

	4
	00,01,10,11
	0,1,2,3
	4
	The first and last DCIs are missed
	10-4

	5
	01,01,10,11,00
	1,1,2,3,0
	5
	The first and last DCIs are missed
	10-4

	6
	10,01,10,11,00,01
	2,1,2,3,0,1
	6
	The first and last DCIs are missed
	10-4

	7
	11,01,10,11,00,01,10
	3,1,2,3,0,1,2
	7
	The first and last DCIs are missed
	10-4

	
	
	
	
	
	

	32
	00,01…………10,11
	0,1,……….2,3
	32
	The first and last DCIs are missed
	10-4


Table 3.5: 2 bit counter with 1 CC codebook size granularity, total count replaces the first DAI value

In Table 3.6 a codebook granularity of 1 CC or 2 CCs is indicated by the DAI counting up, or down, respectively. 
When counting down, setting the starting value to 3 improves the determination of the counting direction for small numbers of DCIs. A low error probability is achieved with no significant ambiguity in the mapping of codewords to HARQ ACK bits.
	Number of DCIs 
	Sequence of 2 bit DAI values (binary)
	Sequence of 2 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	00
	0
	1
	-
	-

	2
	11,10
	3,2
	2
	-
	-

	3
	00,01,10
	0,1,2
	3
	The first two or last two DCIs are missed
	~10-4

	4
	11,10,01,00
	3,2,1,0
	4
	The last two DCIs are missed
	10-4

	5
	00,01,10,11,00
	0,1,2,3,0
	5
	The last two DCIs are missed
	10-4

	6
	11,10,01,00,11,10
	3,2,1,0,3,2
	6
	The last two DCIs are missed
	10-4

	7
	00,01,10,11,00,01,10
	0,1,2,3,0,1,2
	7
	The last two DCIs are missed
	10-4

	
	
	
	
	
	

	32
	11,10…………01,00
	3,2,1……….1,0
	32
	The last two DCIs are missed
	10-4


Table 3.6: 2 bit counter with 1 CC codebook size granularity indicated by counting up and 2CC granularity indicated by counting down

The scheme in Table 3.7 is similar to that in Table 3.6 except that the codebook granularity is either 2CCs or 4CCs. This enables the error probability to be reduced. 

	Number of DCIs 
	Sequence of 2 bit DAI values (binary)
	Sequence of 2 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	00
	0
	2
	-
	-

	2
	00,01
	0,1
	2
	-
	-

	3
	11,10,01
	3,2,1
	4
	The first two DCIs are missed
	10-4

	4
	11,10,01,00
	3,2,1,0
	4
	The first three DCIs are missed
	10-6

	5
	00,01,10,11,00
	0,1,2,3,0
	6
	The first three DCIs are missed
	10-6

	6
	00,01,10,11,00,01
	0,1,2,3,0,1
	6
	Four consecutive DCIs are missed
	~10-8

	7
	11,10,01,00,11,10,01
	3,2,1,0,3,2,1
	8
	Four consecutive DCIs are missed
	~10-8

	
	
	
	
	
	

	32
	00,01…………10,11
	0,1,……….2,3
	32
	Four consecutive DCIs are missed
	~10-7


Table 3.7: 2 bit counter with 2 CC codebook size granularity indicated by counting up and 4CC granularity indicated by counting down
3 bit DAI
The scheme in Table 3.8 has a two bit counter plus an additional bit to indicate the last DCI. This allows reliable identification of the case of missing the last DCI 
	Number of DCIs 
	Sequence of 3 bit DAI values (binary)
	Sequence of 3 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	100
	4
	1
	-
	-

	2
	000,101
	0,5
	2
	-
	-

	3
	000,001,110
	0,1,6
	3
	The last two DCIs are missed
	10-4

	4
	000,001,010,111
	0,1,2,7
	4
	The last two DCIs are missed
	10-4

	5
	000,001,010,011,100
	0,1,2,3,4
	5
	The last two DCIs are missed
	10-4

	6
	000,001,010,011,000,101
	0,1,2,3,0,5
	6
	The last two DCIs are missed
	10-4

	7
	000,001,010,011,000,001,110
	0,1,2,3,0,1,6
	7
	The last two DCIs are missed
	10-4

	
	
	
	
	
	

	32
	000,001…………010,111
	0,1,……….2,7
	32
	The last two DCIs are missed
	10-4


Table 3.8: 2 bit counter plus1 bit indicator of last DCI (as MSB of DAI)

The scheme in Table 3.9 is similar to Table 3.8 with a two bit counter, but the additional bit indicates the total number of DCIs and is included in all the DCIs. This also allows reliable identification of the case of missing the last DCI.
	Number of DCIs 
	Sequence of 3 bit DAI values (binary)
	Sequence of 3 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	100
	4
	1
	-
	-

	2
	000,001
	0,1
	2
	-
	-

	3
	100,101,110
	4,5,6
	3
	The last two DCIs are missed
	10-4

	4
	000,001,010,011
	0,1,2,3
	4
	The last two DCIs are missed
	10-4

	5
	100,101,110,111,100
	4,5,6,7,4
	5
	The last two DCIs are missed
	10-4

	6
	000,001,010,011,000,001
	0,1,2,3,0,1
	6
	The last two DCIs are missed
	10-4

	7
	100,101,110,111,100,101,110
	4,5,6,7,4,5,6
	7
	The last two DCIs are missed
	10-4

	
	
	
	
	
	

	32
	000,001…………010,011
	0,1,……….2,3
	32
	The last two DCIs are missed
	10-4


Table 3.9: 2 bit counter plus1 bit total count in all DCIs (as MSB of DAI)
The scheme in Table 3.10 is also similar to Table 3.8 with a two bit counter, but the additional bit indicates whether the codebook granularity is 2 CCs or 4 CCs. This allows reliable identification of the case of missing the last two DCIs, but at the cost of courser codebook size granularity.
	Number of DCIs
	Sequence of 3 bit DAI values (binary)
	Sequence of 3 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	100
	4
	2
	-
	-

	2
	100,101
	4,5
	2
	-
	-

	3
	000,001,010
	0,1,2
	4
	-
	-

	4
	000,001,010,011
	0,1,2,3
	4
	-
	-

	5
	100,101,110,111,100
	4,5,6,7,4
	6
	The last three DCIs are missed
	10-6

	6
	100,101,110,111,100,101
	4,5,6,7,4,5
	6
	At least four DCIs are missed
	~10-8

	7
	000,001,010,011,000,001,010
	0,1,2,3,0,1,2
	8
	The last three DCIs are missed
	10-6

	
	
	
	
	
	

	32
	000,001…………010,011
	0,1,……….2,3
	32
	At least four DCIs are missed
	~10-7


Table 3.10: 2 bit counter plus1 bit indicating whether the codebook granularity is 2CCs or 4CCs 
The scheme in Table 3.11 has a three bit counter. The counting direction (up or down) indicates whether the codebook granularity is 2 CCs or 4 CCs. When the counting direction is down, the starting value is set to 7. 
	Number of DCIs
	Sequence of 3 bit DAI values (binary)
	Sequence of 3 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	000
	0
	2
	-
	-

	2
	000,001
	0,1
	2
	-
	-

	3
	111,110,101
	7,6,5
	4
	-
	-

	4
	111,110,101,100
	7,6,5,4
	4
	-
	-

	5
	000,001,010,011,100
	0,1,2,3,4
	6
	The last three DCIs are missed
	10-6

	6
	000,001,010,011,100,101
	0,1,2,3,4,5
	6
	At least four DCIs are missed
	~10-8

	7
	111,110,101,100,011,010,001
	7,6,5,4,3,2,1
	8
	The last three DCIs are missed
	10-6

	
	
	
	
	
	

	32
	111,110…………….001,000
	7,6,……….1,0
	32
	The last four DCIs are missed
	10-8


Table 3.11: 3 bit counter with 2 CC codebook size granularity indicated by counting up and 4CC granularity indicated by counting down

The scheme in Table 3.12 has a three bit counter. The counting increment indicates the possible codebook size(s)
as follows where N is {0,1,2,3…7}:-

	Counting increment
	Codebook size

	1
	1+4N

	3
	2+4N

	5
	3+4N

	7
	4+4N


The starting value is set to the counting increment. This scheme has similar error probabilities to schemes 3.10 and 3.11 but with 
Note that in this case a counting increment of 7 is equivalent to counting down (i.e. a decrement of one). For a two bit counter an increment of 3 is equivalent to counting down. 

	Number of DCIs
	Sequence of 3 bit DAI values (binary)
	Sequence of 3 bit DAI values (decimal)
	ACK/NACK codebook size (no of DCIs)
	Main error case (leading to wrong codebook size)
	Approximate probability of the main error case

	1
	001
	1
	1
	-
	-

	2
	011,110
	3,6
	2
	-
	-

	3
	101,010,111
	5,2,7
	3
	-
	-

	4
	111,110,101,100
	7,6,5,4
	4
	At least three DCIs are missed
	~10-6

	5
	001,010,011,100,101
	1,2,3,4,5
	5
	At least four DCIs are missed
	~10-8

	6
	011,110,001,100,111,010
	3,6,1,4,7,2
	6
	At least four DCIs are missed
	~10-8

	7
	101,010,111,100,001,110,011
	5,2,7,4,1,6,3
	7
	The last four DCIs are missed
	10-8

	
	
	
	
	
	

	32
	111,110………………001,000
	7,6………..1,0
	32
	The last four DCIs are missed
	10-8


Table 3.12: 3 bit counter with codebook size indicated by counting increment 
3.2. Summary of performance analysis
	Scheme (from Table number in section 3.1)
	Nearest equivalent scheme from email discussion [82-03]
	Description
	Total number of bits per DCI
	Codebook granularity (CCs)
	Worst case probability of codebook size error for 4 to 32 scheduled DCIs
	Ambiguity in mapping codewords to HARQ ACK bits 

	3.1
	Opt 1
	2 bit counter
	2
	1
	0.01
	Good

	3.2
	Opt 1
	2 bit counter
	2
	2
	0.01
	Good

	3.3
	Opt 1
	2 bit counter
	2
	4
	10-4
	Good

	3.4
	Opt 1.1.4A
	2 bit counter with last 4 values replaced by the total count
	2
	1
	10-7
	Poor

	3.5
	Opt 1.1.4
	2 bit counter with the first value replaced by the total count
	2
	1
	10-4
	Some problems

	3.6
	Opt 1.1.5/5A
	2 bit counter with codebook granularity indicated by counting direction
	2
	1
	10-4
	Good

	3.7
	Opt 1.1.5/5A
	2 bit counter with codebook granularity indicated by counting direction
	2
	2
	10-6
	Good

	3.8
	Opt 1.1.1
	2 bit counter plus 1 bit indicator of the last DCI
	3
	1
	10-4
	Good

	3.9
	Opt 1.1.3
	2 bit counter plus 1 bit total in all DCIs
	3
	1
	10-4
	Good

	3.10
	Opt 1.1.3
	2 bit counter plus1 bit indicating codebook granularity
	3
	2
	10-6
	Good

	3.11
	Opt 1.1.5/5A
	3 bit counter with codebook granularity indicated by counting direction 
	3
	2
	10-6
	Good

	3.12
	 Opt 1.1.5/5A
	3 bit counter with codebook granularity indicated by counting increment
	3
	1
	~10-6
	Good


Based on the above, for a given number of bits, there is a trade-off between the codebook granularity and the reliability of the codebook size determined by the UE.  Schemes 3.6, 3.7 and 3.11 appear to be worth further consideration for down selection.  
3.3. Other considerations

False DL grants

The procedure assumed at the UE would be to examine the received DAI values, and from the sequence identify if any DCIs have been missed. Then the UE would allocate corresponding HARQ ACK bits (set to “NACK”) in the HARQ ACK codebook for the missed DCIs. If the UE falsely detects a DL assignment, with a corresponding random DAI value, this is very likely to lead to an incorrect codeword size. As an example, let us suppose that the UE receives an additional DCI with a higher CC number than the last DCI actually transmitted by the eNodeB. In general, this would cause the UE to increase the HARQ ACK codebook. In another contribution [13] the probability of false detection in any given subframe is likely to be in the range 10-4 to 10-2. Although not all such false detections would necessarily lead to a problem with HARQ ACK feedback, such values mean that it would not be worth reducing the probability of codebook ambiguity much below the lower end of this probability range (i.e. by having more than 2 or 3 DAI bits). 

Observation: Given the likely probability of false detection of DL grants, it may not be worthwhile reducing the probability of codebook ambiguity much further below 10-4 or 10-6 by having more than 2 or 3 DAI bits.

Number of scheduled codewords         
In the analysis above it is assumed that two HARQ ACK bits are transmitted per DCI irrespective of whether 1 or 2 codewords are scheduled, or the CC is configured with a transmission mode supporting 2 codewords. If it is desired to further refine the codebook size to take into account the number of codewords, then it should be possible to achieve sufficient performance by extending the selected scheme with an additional bit, and counting codewords rather than DCIs. However, this would add significant complexity and the UL overhead saving may not be worthwhile.
Schemes for mixed configurations with different numbers of codewords supported per CC have been proposed, but these suffer from potential ambiguities if only a small number of DCIs are scheduled for any given type (i.e. one or two codewords per CC).
Proposal: Two HARQ ACK bits per CC are assumed unless all CCs are configured with transmission modes that support only one codeword.

4. Conclusions
Based on the analysis in the document we make the following observation and proposal:-

Observation: Given the likely probability of false detection of DL grants, it may not be worthwhile reducing the probability of codebook ambiguity much further below 10-4 or 10-6 by having more than 2 or 3 DAI bits.
Proposal: Two HARQ ACK bits per CC are assumed unless all CCs are configured with transmission modes that support only one codeword.
The following schemes based on (Opt 1.1.5/5A) are proposed for further consideration:- 

· Table 3.6 - 2 bit counter with codebook size granularity of 1 or 2 CCs indicated by counting direction

· Table 3.7- 2 bit counter with codebook size granularity of 2 or 4 CCs indicated by counting direction
· Table 3.12- 3 bit counter with codebook size granularity of 1 or 2 CCs indicated by counting increment
There appears to be no major difficulty in extending the solutions proposed above for TDD. 
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