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1. Introduction

In RAN1#82bis, several aspects of resource allocation for PC5 V2V are addressed, but many issues are still open without clear agreement [1]. In this contribution, we analyze several aspects for eNB scheduling design in PC5 V2V resource allocation (RA). In the following, we assume PC5 and Uu use different frequency bands, typically 6GHz for PC5 and 2GHz for Uu.
2. Discussion
2.1. UE location as scheduling input
The main pros of schedule-based RA over contention-based RA, is its potential to avoid resource collision, which is evitable for the latter due to its decentralized nature. To orthogonally allocate radio resources, the eNB scheduler needs necessary information as input. There are two basic principles:
Principle 1: Resources used by vehicles within communication distance (D) should be at least part of TDM. 
D could be 320m and 150m [2] for freeway and urban scenario respectively. 
This is to avoid half-duplex issue, i.e. within communication distance, any vehicle should be able to listen to the other’s transmission in time domain.
Principle 2: Resource reuse distance (R) should be larger than twice of communication distance (2*D). This is to avoid hidden node problem. In Figure 1 below, UE1 and UE3 use same resource for transmission. If R=2*D, UE2 could not receive UE1/UE3 due to poor SINR(0dB), but if R > 2*D, then UE1 could be successful received thank to the improved SINR(3dB).
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Figure 1 resource reuse distance
It’s obvious from above 2 principles, that the eNB scheduler must be aware of vehicle/UE location, to make proper allocation decision. Note that each V2V capable UE will have GNSS capability according to V2X application requirement (e.g. to generate V2V messages in application layer), so it’s natural for UE to report its location information to eNB. Although detailed schedule algorithm could be left to vendor implementation, in 3GPP we believe the location reporting should be standardized. 
Normally vehicle is moving here and there, so the location reporting procedure should be repeated, in such way the resource allocation result could constantly adapt to the topology change.  It may also helpful to report speed vector to allow eNB scheduler predict UE location in near future.

Regarding the location reporting granularity, one option is to let UE report its original position information, i.e. latitude/longitude/altitude, another option is to report the quantified position, e.g. some pre-defined geography-grid index.
Proposal 1: To introduce UE location reporting scheme for eNB scheduling resource allocation for PC5 V2V, and the detail of reporting scheme is FFS. 
Although this reporting scheme may eventually be defined by RAN2, RAN1 should first study the required minimum reporting quality from resource allocation point of view.
2.2. Inter-eNB coordination
Coming from above 2 principles, eNB scheduler need to be aware of resource allocation result within resource reuse distance(R),  e.g. 900m in freeway case. No matter how large the ISD is, there always exists cell edge area. 
See Figure2 follows, in order to allocate resource for UE1 locates in such cell edge area, eNB1 need to know the resource allocation  result by neighbor eNB2, for example, UE1 could not use those resource which were already be allocated to UE2/3/4 due to Principle 2. To achieve this, coordination between eNB1 and eNB2 is necessary.
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Figure 2 inter-eNB coordination requirement
In this case, there are two possible coordination options:

1) Static coordination, for example, eNB1 and eNB2 could have pre-configured orthogonally/separated resource pools, each eNB only allocate resource within its own pool.
2) Dynamic coordination, after eNB2 has made resource allocation decision for UE2/3/4, eNB2 announce the decision to eNB1. Then eNB1 could consider this information when scheduling for edge user, e.g. UE1.
Each option has pros and cons, the details of comparison and design could be left to further study.
Proposal 2: Inter-eNB coordination scheme is necessary for eNB scheduling resource allocation for PC5 V2V, and the detail of coordination scheme is FFS. 

When designing for inter-eNB coordination scheme, it is important to make sure involved eNBs have same understanding of PC5 timing. Special care should be taken for asynch FDD LTE network, where PC5 timing might be configured to follow Uu timing.

2.3. Support of periodic traffic
For PC5 V2V, major traffic is periodic one, in which message size is below 190/300Byte, also the packet arriving timing and latency requirement is known by eNB scheduling, for such traffic, it’s obvious to use semi-persistent scheduling (SPS) to save UL/DL scheduling signaling overhead on Uu. In this scheme, the performance is not sensitive to scheduling delay, which could be affected by handover interruption. Periodic traffic with message size larger than 190/300Byte (probability is less than 10%) may happen in some complex curve road situation, we believe this sort of bigger message will last for several second, so with SR/BSR assistant,  eNB could use SPS deactivation/activation procedure to adjust resources accordingly.
Proposal 3: SPS should be used in eNB scheduling for PC5 V2V to support periodic traffic.
2.4. Congestion control

In heavy density scenario, congestion in PC5 interface will occur. In DSRC, the congestion control strategy is to reduce transmission power and message rate.
In eNB scheduling scheme, eNB could detect congestion by two means: the first one is to gather statistics of given area density via reported UE location; the second one is by PC5 interface measurement reported by UE, e.g.  channel busy ratio.
Compared with decentralized congestion control scheme, eNB centralize congestion control has better performance on fairness and convergence.
Proposal 4: For congestion control, eNB could configure transmission power and message transmission rate for PC5 V2V.

Proposal 5: For congestion control, eNB could configure UE to report PC5 interface measurement, e.g. channel busy ratio.

2.5. Other aspects
In eNB scheduling scheme, UE has two links, PC5 and Uu. Currently it’s not clear whether these two links share 23dBm maximum TX power or each of them could have separated 23dBm maximum TX power. If the former is true, this means special care is needed for any Uu uplink TX procedure, including SR/BSR/UL data/Ack-Nak of DL, etc.

Currently in general RAN4 defines 23dBm for handheld terminal which is mainly based on human EMC safety consideration. However, for V2X, the antenna is out side of vehicle body, maybe this is different scenario compared with handheld(cell phone). 
Proposal 6: RAN1 send LS to RAN4 to consult on Uu/PC5 power sharing issue.

Assuming PC5 V2V uses 10MHz in 6GHz band and considering eNB scheduling scheme in multi-PLMN scenario, single or multiple PLMN is no difference from scheduling point of view for RAN sharing case. For non-RAN sharing case, in order to allow multiple eNB scheduling with same 10MHz resource without resource collision, coordination between eNBs of different PLMNs is needed. However, we believe dynamic exchange between eNBs of different PLMNs is not likely to happen. So only static resource partition solution is viable. There are two alternatives, see below Figure3:

Alt1:  FDM resource partition between PLMN

Alt2:  TDM resource partition between PLMN
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Figure 3 resource partition  between PLMN
Taking Principle 1 in 2.1 section into account, Alt1 faces constrains both in time domain and frequency domain, while Alt2 is more flexible. 
Proposal 7: To support multi-PLMN in non-RAN sharing case, TDM resource partition between PLMNs is preferred.
3. Conclusion 
In this contribution, we analysis several aspects for eNB scheduling design in PC5 V2V resource allocation. Particularly, we have following proposals:
Proposal 1: To introduce UE location reporting scheme for eNB scheduling resource allocation for PC5 V2V, and the detail of reporting scheme is FFS. 

Proposal 2: Inter-eNB coordination scheme is necessary for eNB scheduling resource allocation for PC5 V2V, and the detail of coordination scheme is FFS. 

Proposal 3: SPS should be used in eNB scheduling for PC5 V2V to support periodic traffic.
Proposal 4: For congestion control, eNB could configure transmission power and message transmission rate for PC5 V2V.

Proposal 5: For congestion control, eNB could configure UE to report PC5 interface measurement, e.g. channel busy ratio.

Proposal 6: RAN1 send LS to RAN4 to consult on Uu/PC5 power sharing issue.

Proposal 7: To support multi-PLMN in non-RAN sharing case, TDM resource partition between PLMNs is preferred.
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