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1
Introduction
In this contribution we discuss system level design for V2V using LTE-D2D communication. We present some simulation results and make proposals for system level design. The contribution is organized as follows:

· Section 2 discusses general principles for system level design

· Section 3 discusses Mode 2 resource selection schemes

· Section 4 concludes the contribution

2
System Level Design
While designing for V2V communication using LTE-D2D the first issue that needs to be decided upon is the issue of whether LTE-D2D communication or LTE-D2D discovery should be used as a baseline. Since the packet size of V2V transmissions can be variable (between 300 and 1200 bytes [2]) some type of assignment channel is needed. Therefore LTE-D2D communication is a better fit. 

Proposal 1: LTE-D2D communication should be used as a baseline for designing PC5 based V2V communication. 
During RAN#82bis the following agreement was achieved.

Agreements:
· Rel-13 sidelink resource allocation is not sufficient for some of the scenarios for PC5-based V2V

· Enhancements to Rel-13 sidelink resource allocation are necessary for PC5-based V2V
Several possible design options were considered and captured in the TR. We first note that the current T-RPT design may lead to consistent collision between transmissions. For example, if vehicles transmitting on the same SA period choose identical T-RPT they cannot receive each other’s transmission due to the half-duplex constraint. We propose that instead of using T-RPT transmissions be randomized based as a function of source L2 id.

Proposal 2: Instead of T-RPT, data transmissions within a SA period are randomized as a function of source L2 id.  
Another issue is of latency. We note that V2V communication has stringent latency requirements. One of the more stringent one is the following [2].
[PR.5.12.5-001] The E-UTRA(N) shall be able to transfer V2V Service messages between two highly mobile UEs supporting V2V Service with less than 20 ms latency and high reliability.
Currently the minimum SA (PSCCH) period is 40ms. Even with the lowest SA period a UE may need to wait 40ms just to transmit. Therefore it is not possible to meet such low latency requirements. To remedy this one option is that the resource pool structure be modified such that FDM between data and SA resources is allowed. The distinction is illustrated in Figure 1. 
For the case of FDM the SA pool of 8 subframes, 10 RBs (split into 5RBs on each edge) is FDMed with Data subframes spanning 40RBs. The SA pool is linked with the next 8 data subframes. This is illustrated in the figure where blue transmissions in SA pool 1 are followed by Data transmissions in data pool 1. Similarly for other transmissions. One variant of this is where the Data pool can consist of more than 8 subframes, e.g., 16 subframes following the SA pool. Of course in this case data pools can overlap.

Observation 1: To take into account the low latency requirements of V2V communication SA and Data pools can be FDMed. Resource pool definition of Release 12 will need to be modified to take this into account.
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Figure 1: Example FDM and TDM configuration
In our previous contribution [5] we show that FDM and TDM have similar performance. 
In this contribution we consider the case where SA and Data are transmitted on the same subframe. This was proposed by several companies in previous meeting [6][7][8]. We consider a modification where SA and Data are transmitted together on all data transmissions. A SA will point to Data transmission on the same subframe and the subsequent subframe. This is illustrated in Figure 2 below where SA0 points to Data transmissions numbers 0 through 3. SA1 points to Data transmission numbers 1 through 3 and so on.



Figure 2. Example of SA and Data transmitted in the same subframe.

Transmitting SA and Data on the same subframe has several advantages:
· Like FDM of SA and Data there is no latency related to waiting for SA arrival.

· It reduces the number of transmissions by a UE leading to lower inband emissions. This leads to better near far performance.

· SA transmissions can be randomized avoiding persistent collisions of SAs by UEs that have selected the same SA resource (as is defined for Release 12). 
· SA and Data are transmitted together this leads to higher correlation between SA and Data performance. If SA is decoded then the likelihood of Data being also decoded is higher.
· If the first or some of the initial SA transmissions are missed on a data transmission due to half duplex or other issues a UE can still decode subsequent SAs and therefore decode the Data.

There are some issues with same subframe SA and Data subframe transmission: 
· To enable SA and Data transmission on the same subframe a receiving UE either needs to perform blind decoding of all possible RB combinations for SA. This will lead to much more complexity at a receiving UE.

· Or, transmission of SA and Data has to be performed using multi-cluster SC-FDMA where SA and Data are transmitted using different individual SC-FDMA clusters. Multi-cluster SC-FDMA requires a backoff compared to single cluster SC-FDMA which will lead to lower link budget.

· Another issue is that if SA transmissions occur randomly then HARQ combining of SA is no longer feasible. 
Observation 2: Transmitting SA and Data together on all subframes where SA indicates the location of data transmission on the same and subsequent subframes has several advantages and disadvantages.
3
Mode 2 Resource Selection
During Release 12 for Mode 2 random resource selection was agreed to. Random resource selection is reasonable for low density of transmitters. However for the vehicular case the number of transmitters in proximity can be very large, e.g., during traffic jam. This can significantly impact performance. One option is to reduce the number of HARQ transmissions or increase the periodicity of transmission. While such schemes can be helpful they can lead to a loss in performance in terms of either link budget and/or accuracy of path prediction. So such schemes should be considered only as second line of defence.

Observation 3: Reducing the number of HARQ transmissions and/or increasing the periodicity of transmission can negatively impact link budget and/or path prediction accuracy.
Instead we discuss a location based scheme – Zoning to improve the performance. Zoning tries to tackle the inband emissions issue which is 
Zoning: 
· All time-frequency resources are also partitioned into different resource groups. The partition is done in a time domain manner.

· Users also divided into groups based on location. (The location information could be obtained from sources like GPS which are readily available in connected cars.) Proximal UEs will belong to same group and will select resources from same resource group using random selection. This reduces the near far effect.

The idea of zoning is illustrated in Figure 3 below for Freeway case. 

Figure 3: Example of zoning for Freeway case
Here the drop is divided into 4 zones with UEs belonging to a zone transmitting on the corresponding subset of subframes.
We simulated the performance of discussed schemes for both the Freeway and Urban cases as agreed to in [3]. The Freeway length was set to 2000m and vehicle speed was set to a maximum of 140 km/hr. For Urban the speed was set to 15km/hr. The message periodicity was set to 100ms. Carrier frequency of 6 GHz was used. Frequency offset was simulated by adding suitable penalty for different frequency offsets. In the system simulation each vehicle has a random frequency offset between +/-0.1ppm. For each pair of vehicles the total frequency offset was calculated and the link curve with the closest frequency offset was used. No timing offset was modelled. The link curves were taken from our companion contribution [4]. For packet size of 300 bytes each transmission occurred over 8 RB, while for 190 bytes each transmission occupied 6 RBs. eNodeB is not modelled and the whole spectrum is assumed to be available to V2V. The metrics plotted are as agreed in [3].

For FDM SA and Data configuration are as shown in Figure 1. For FDM (like TDM), transmission can occur up to 32 subframes after SA resource pool. Random resource selection was used, i.e., 4 subframes were randomly selected out of 32 subframes. The transmit power was set to 23 dBm.
We also simulated the SA and Data transmission on the same subframe scheme where each transmission consisted of two SC-FDMA clusters one containing the SA and other containing the Data part. SA and Data transmissions were adjacent to each other in frequency thereby reducing the amount of in band emissions caused. As described above each SA transmission points to the data subframe on its own subframe and subsequent subframes. The transmit power was set to 21dBm, i.e., a power backoff of 2dB was applied to allow for additional PAPR of multi-cluster SC-FDMA. The power per RE (resource element) was set equal for SA and Data. For SA and Data on the same subframe we simulated both random selection and Zoning. 
Results for are plotted in Figures 4 and 5 for Urban and Freeway cases respectively. We also plotted high density cases for Freeway case where the average number of vehicles were increased to 600. The results are plotted in Figures 6. For all cases we also plot the performance of FDM with in-band emissions (IBE).
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Figure 4: System level performance for Urban case (15km/hr)
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Figure 5: System level performance for Freeway case (140km/hr) 
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Figure 6: System level performance for Freeway case (140km/hr) – high density
We observe that SA and Data transmission on the same subframe with zoning provides the best performance especially for high density Freeway and Urban scenarios. For Urban case in the CDF plot the percentage of vehicles able to decode more than 40% of the packets increases from 55% (for LTE-D2D FDM) to 80%. In the packet reception ratio (PRR) versus distance case at 100m, PRR increases from 0.27 to 0.42. For Freeway case, in the CDF plot the percentage of vehicles able to decode more than 90% of the packets increases from 70% to 80%. In the packet reception ratio (PRR) versus distance case at 100m, PRR increases from 0.96 to almost 1. For Freeway case high density case, in the CDF plot the percentage of vehicles able to decode more than 40% of the packets increases from 57% to 82%. In the packet reception ratio (PRR) versus distance case at 100m, PRR increases from 0.67 to 0.87. We also note that while LTE-D2D TDM no IBE have very good performance Zoning is able to track the performance for distances around 100m or so. Based on this we propose same SA and Data subframe transmission with Zoning. 
Proposal 3: Use two cluster SC-FDMA based same SA and Data subframe transmission with Zoning for Mode 2 resource selection.
3
Conclusion

In this contribution we presented some performance results for V2V based. We made the following observations and proposals.
Proposal 1: LTE-D2D communication should be used as a baseline for designing PC5 based V2V communication. 
Proposal 2: Instead of T-RPT, data transmissions within a SA period are randomized as a function of source L2 id.  
Observation 1: To take into account the low latency requirements of V2V communication SA and Data pools can be FDMed. Resource pool definition of Release 12 will need to be modified to take this into account.

Observation 2: Transmitting SA and Data together on all subframes where SA indicates the location of data transmission on the same and subsequent subframes has several advantages and disadvantages.

Observation 3: Reducing the number of HARQ transmissions and/or increasing the periodicity of transmission can negatively impact link budget and/or path prediction accuracy.
Proposal 3: Use two cluster SC-FDMA based same SA and Data subframe transmission with Zoning for Mode 2 resource selection.
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