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1 Introduction

In RAN#67, the study item on latency reduction was approved [1] with having the objective as
· Study enhancements to the E-UTRAN radio system in order to: 

· Significantly reduce the packet data latency over the LTE Uu air interface for an active UE

· Significantly reduce the packet data transport round trip latency for UEs that have been inactive for a longer period (in connected state).  

The following areas are to be studied in RAN1 in this SI:
· Assess specification impact and study feasibility and performance of TTI lengths between 0.5ms and one OFDM symbol, taking into account impact on reference signals and physical layer control signaling 

· backwards compatibility shall be preserved (thus allowing normal operation of pre-Rel 13 UEs on the same carrier).

In this contribution, we focus on evaluation methodologies for TTI shortening in RAN1 aspects.  
2 System-level evaluation for TTI shortening
FTP traffic model and TPC model


In RAN2 discussion, evaluation for latency reduction has been done with the assumption of TTI shortening. As shown in [1], most gain of TTI shortening seems to come from TCP slow start phase and from reducing HARQ RTT. Therefore, RAN1 needs to consider evaluation assumptions including both specific FTP and TCP model. 


We can consider three kinds of FTP traffic model from other 3GPP study items [4], [5], which are FTP traffic model 1, 2 and 3. In Figure 1, each FTP traffic model is illustrated for the fixed file size S. 
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Figure 1: Illustration of FTP traffic model 1, 2 and 3
· FTP traffic model 1: User arrival is modeled as Poisson process with arrival rate λ. Each arrived user transmits a single file and is disregarded.
· FTP traffic model 2: For the fixed number of users, a file for each user is arrived the reading time D after the previous file is entirely transmitted. The reading time D is the time from end of previous file downloading to arrival of new file for a certain user. The reading time D is modeled as exponential distribution with rate λ.

· FTP traffic model 3: For a certain user, file arrival is modeled as Poisson process with arrival rate λ.  


In FTP model 1, a UE disappear from the system right after it finishes downloading a file. Since the number of UEs in FTP model 1 depends on the offered load or resource utilization for fixed file size, it is difficult to fairly compare TTI shortening performance gains according to offered load, resource utilization, file size or arrival rate. Therefore, FTP traffic model 2 or 3 that can have a fixed number of UEs is proper for the evaluation.

We also need to consider TCP model in the evaluation. For TCP congestion control, the definition of the terminologies and the congestion control algorithms can be seen in [6]. In the following, we extract some parts from [6].

	· Segment: A segment is ANY TCP/IP data or acknowledgment packet (or both).
· Sender maximum segment size (SMSS): The SMSS is the size of the largest segment that the sender can transmit. The size does not include the TCP/IP headers and options.

· Receiver maximum segment size (RMSS): The RMSS is the size of the largest segment the receiver is willing to accept. The size does not include the TCP/IP headers and options.
· Receiver window (rwnd): The most recently advertised receiver window.
· Congestion window (cwnd): A TCP state variable that limits the amount of data a TCP can send.  At any given time, a TCP MUST NOT send data with a sequence number higher than the sum of the highest acknowledged sequence number and the minimum of cwnd and rwnd.
· Initial window (IW): The initial window is the size of the sender's congestion window after the three-way handshake is completed.
· Slow start threshold (ssthresh): This state variable is used to determine whether the slow start or congestion avoidance algorithm  is used to control data transmission.



To simplify the evaluation, we propose to assume that SMSS and RMSS are the same and the value is called maximum segment size (MSS) and that rwnd is equal to cwnd. Also, we assume that the size of segment is fixed as MSS.  RAN1 needs to discuss the above TCP parameters for evaluations. 

So, when a file arrival happens with a certain FTP traffic model, the file is divided into several TCP segments. This is illustrated in Figure 2. To simplify the TCP model, we would assume that the size of all segments equals to MSS. After that, the TCP and IP headers (40 Bytes) are added to each segment. 
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Figure 2: Illustration of a file divided into TCP segments with header

As described in [6], the changes of the size of cwnd are different according to the algorithms for TCP slow start and congestion avoidance. When cwnd is less than ssthresh, TCP slow start is used to control data transmission. On the contrary, when cwnd is larger than ssthresh, TCP congestion avoidance is used. The basic idea is that cwnd increases exponentially during TCP slow start phase in the case of TCP ACK arrived while that cwnd increases linearly during TCP congestion avoidance phase in the case of TCP ACK arrived. For example, when TCP ACK is arrived, the following equation can be used for cwnd update.
cwnd ( cwnd + MSS,


if
cwnd ≤ ssthresh
cwnd ( cwnd + MSS/cwnd, 
if
cwnd > ssthresh

An example of data transmission with TCP model above can be seen in Figure 3. There may be a delay between the application server and the eNB, where the delay is called core network (CN) delay. In the example, the initial window size equals to the size of one segment. Some delay also would be introduced for SR and UL grant to transmit TCP ACK. After receiving a TCP ACK, the application server transmits one more TCP segments with the updated cwnd.
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Figure 3: Overview of delay in file downloading
Observation 1: As shown in the evaluation results in RAN2, most gain of shorter TTI seems to come from TCP slow start phase and from reducing HARQ RTT.
Proposal 1: RAN1 needs to consider specific traffic model and TCP model for evaluations.

Observation 2: Considering real-time applications, FTP model 1 is not proper.
Proposal 2: FTP model 2 or 3 is used for the evaluation for TTI shortening.
Proposal 3: RAN1 needs to evaluate the performance for various file sizes from a few 10’s of Kbytes up to 1 Mbyte.
Proposal 4: RAN1 needs to discuss MSS, initial window size, the value of ssthresh, core network delay and TCP ACK delay in the assumption of TCP congestion control. 
Performance metrics 

As shown in [1], user perceived throughput (UPT) and latency are mostly used as performance metrics and they may be proper to compare the performance of TTI shortening in RAN1. The remaining issue on the performance metrics is how to define UPT and latency in order not to misunderstand evaluation results. 

The other issue is how to deal with unfinished files. If unfinished files are included in the latency calculation, it may add some over-estimated samples. Therefore, the unfinished files need to be disregarded in the latency calculation. This assumption in the calculation of latency is the same as that of Licensed-Assisted Access (LAA) [5]. To keep the same number of samples with the latency calculation, the unfinished files also need to be disregarded in the UPT calculation. 

For defining performance metrics, we first define some terminologies as below.
· Delay: the time from file arrival at application server to successful transmission at the UE application layer
· File throughput: throughput calculated per file, i.e., file size divided by delay
· UPT: mean value of file throughputs over the files that the user successfully receives. Unfinished files are disregarded in this calculation. 
· Latency: mean value of delay over the files that the user successfully receives. Unfinished files are disregarded in this calculation. 


For UPT and latency, 5th, 50th and 95th percentile and mean values can be proper metrics for performance comparison. For UPT, each level of percentile among 5th, 50th and 95th would represent cell-edge, median and best UEs, respectively. On the contrary, for latency, each level of percentile among 5th, 50th and 95th would represent best, median and cell-edge UEs, respectively.  
  


For example, suppose the following case of file arrival and transmission, where there are three file arrived for given observation time.
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Figure 4: Example of file arrival and transmission
Let the size of all files be S. Then, UE k’s UPT TUE k and latency τUE k can be calculated by the above definitions as 
[image: image5] and  
[image: image6], respectively. Since we assumed above that the unfinished files need to be disregarded in the latency calculation, the 3rd file is not included in the UPT and latency calculations. 
Observation 3: UPT and latency are mostly used as performance metrics and they may be proper to compare the performance of TTI shortening in RAN1.
Proposal 5: The 5th, 50th and 95th percentile of UPT and latency are used as performance metrics, where the related terms are defined as below.

· Delay: the time from file arrival at application server to successful transmission at the UE application layer

· File throughput: throughput calculated per file, i.e., file size divided by delay

· UPT: average of file throughputs over the files that the user successfully receives. Unfinished files are disregarded in this calculation. 

· Latency: average delay over the files that the user successfully receives. Unfinished files are disregarded in this calculation. 

Overall evaluation assumptions


To take RAN2 evaluation results into RAN1 discussion, it is better to keep the common parts of the evaluation assumptions in RAN2 evaluation discussion. Adding to FTP traffic model and TCP model, other simulation assumptions like cell layout, channel model and the number of UEs need to be considered in RAN1. We propose the following table for simulation assumptions.

Observation 4: Adding to FTP traffic model and TCP model, other simulation assumptions like cell layout, channel model and the number of UEs need to be considered in RAN1.
	Parameter
	Assumption

	Carrier frequency
	2 GHz

	System bandwidth
	10 MHz

	Duplex mode
	FDD

	Cell layout
	Hexagonal grid, 7 cell sites, 3 sectors per cell with wrap-around

	Number of UEs
	1/5/10 UEs per sector

	Inter-site distance (ISD)
	500 m

	UE speed
	3 km/h

	Channel model
	Urban Macro

	Pathloss model
	L = 128.1 + 37.6×log10(R) (R in km)

	Lognormal shadowing, std. dev.
	8 dB

	Penetration loss
	20 dB

	Antenna configuration
	eNB Tx: 2, UE Rx: 2

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Antenna pattern (vertical)

(For 3-sector cell sites with fixed antenna patterns)
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The parameter 
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is the electrical antenna downtilt. The value for this parameter, as well as for a potential additional mechanical tilt, is not specified here, but may be set to fit other RRM techniques used. For calibration purposes, the values 
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= 6 degrees for 3GPP case 3 may be used. Antenna height at the base station is set to 32m. Antenna height at the UE is set to 1.5m. In this simulation, 3GPP case 1 is used.

	Combining method in 3D antenna pattern
	
[image: image14.wmf](

)

(

)

(

)

[

]

{

}

14

25

min

+

+

-

-

=

 

,

,

q

j

q

j

V

H

A

A

A



	eNB TX power
	46 dBm (40 Watts)

	UE Tx power
	23 dBm

	Thermal noise density
	-174 dBm/Hz

	Outer loop power control
	Yes

	Receiver type
	MMSE-IRC

	Channel estimation loss
	0 dB (ideal channel estimation)

	PHY abstraction
	EESM (exponential effective SINR mapping)

	CQI measurement period
	5 TTIs

	HARQ RTT
	8 TTIs

	FTP model
	FTP model 2 (with reading time D of exponential distribution)

	FTP file size / rate of reading time D
	10 KB / λ = 10, 50 KB / λ = 2, 100 KB / λ = 1, 

500 KB / λ = 0.2, 1000 KB / λ =0.1

	scheduler
	Proportional fair

	TTI length
	1 symbol, 2 symbols, 7 symbols, 14 symbols

	Legacy PDCCH region
	· 3 symbols per TTI for subframe TTI

· 2 symbols per TTI for slot TTI

· 2 symbols per subframe for one-symbol/two-symbol TTI

	Overall L1 overhead for

one-symbol/two-symbol TTI
	30% (including legacy PDCCH region)

	One-way core network delay
	6 ms

	TCP parameters
	· Initial TCP window: 1460 Bytes

· MSS: 1460 Bytes

· Ssthresh: 65535 Bytes

· TCP ACK in UL is error free.

	TCP ACK delay
	13 TTIs (including SR, grant, UL transmission)


3 Link-level evaluation for TTI shortening
Objectives and performance metrics

As discussed in SID, new physical channels for control and data may be introduced to support shorter-TTI UEs. And for the demodulation of the channels, new RS structure may be introduced or new channel estimation method may be needed based on the existing RS structure. For example, for slot-TT UEs, new (E)PDCCH needs to be defined in each slot. Plus, for one-symbol TTI, there may be TTIs that do not include legacy CRS. So, compared to normal-TTI UEs, shorter-TTI UEs could have different performance of channel estimation and demodulation due to different design of physical channels. Therefore, RAN1 needs to discuss the link-level performance difference of physical control and shared channels between normal TTI and shorter TTI(s). In this link-level evaluation, block error rate (BLER) would be proper to observe the performance of PDSCH for shorter-TTI UEs. The BLER may be compared between the case of ideal and real channel estimations. Then, the channel estimation loss can reflect into system-level evaluation.
Observation 5: Compared to normal-TTI UEs, shorter-TTI UEs could have different performance of channel estimation and demodulation due to different design of physical channels.
Proposal 6: RAN1 needs to discuss the link-level performance difference of physical control and shared channels between normal TTI and shorter TTI(s).
Proposal 7: BLER is proper to observe the performance of PDSCH for shorter-TTI UEs and to compare the performance of the ideal and real channel estimations.
Table 1: Proposed assumptions for link-level evaluation on TTI shortening

	Parameter
	Assumption

	Carrier frequency
	2 GHz

	System bandwidth
	10 MHz

	Allocated PRBs
	· Subframe TTI: 10 PRBs

· Slot TTI: 10 PRBs
· One-symbol TTI: 50 PRBs

	UE speed
	3 km/h or 100 km/h

	Channel model
	3GPP TU

	Transmission mode
	TM4

	Antenna configuration
	eNB Tx: 2, UE Rx: 1

	Rank adaptation
	Fixed as 1

	Link adaptation
	Off

	HARQ
	Off

	Outer loop power control
	Yes

	Receiver type
	MMSE-IRC

	Channel estimation
	Ideal / CRS-based

	Received timing delays
	0 us

	Frequency offset
	0 Hz

	PRG size
	4 PRBs

	Legacy PDCCH region
	3 OFDM symbols per subframe

	MCS level
	9 / QPSK

	Effective code rate
	· Subframe TTI: 0.654
· Slot TTI: 0.632
· One-symbol TTI: 0.667

	Observed TTI
	· Subframe TTI: every subframe

· Slot TTI: 2nd slot in each subframe

· One-symbol TTI: 4th symbol in each subframe


4 Conclusions
In this contribution, we discussed the evaluation methodologies for system-level and link-level evaluations. The conclusion can be summarized as below.
Observation 1: As shown in the evaluation results in RAN2, most gain of shorter TTI seems to come from TCP slow start phase and from reducing HARQ RTT.
Observation 2: Considering real-time applications, FTP model 1 is not proper.
Observation 3: UPT and latency are mostly used as performance metrics and they may be proper to compare the performance of TTI shortening in RAN1.
Observation 4: Adding to FTP traffic model and TCP model, other simulation assumptions like cell layout, channel model and the number of UEs need to be considered in RAN1.
Observation 5: Compared to normal-TTI UEs, shorter-TTI UEs could have different performance of channel estimation and demodulation due to different design of physical channels.
Proposal 1: RAN1 needs to consider specific traffic model and TCP model for evaluations.
Proposal 2: FTP model 2 or 3 is used for the evaluation for TTI shortening.
Proposal 4: RAN1 needs to discuss MSS, initial window size, the value of ssthresh, core network delay and TCP ACK delay in the assumption of TCP congestion control. 
Proposal 5: The 5th, 50th and 95th percentile of UPT and latency are used as performance metrics, where the related terms are defined as below. 
Proposal 6: RAN1 needs to discuss the link-level performance difference of physical control and shared channels between normal TTI and shorter TTI(s).
Proposal 7: BLER is proper to observe the performance of PDSCH for shorter-TTI UEs and to compare the performance of the ideal and real channel estimations.
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