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1.  Introduction
This contribution analyzes LAA-Wi-Fi coexistence using simulations based on an enhanced version of the ns-3 discrete-event network simulator [1], following a 3GPP indoor scenario corresponding to TR36.889 [2] and a model of LBT Category 4, with exponential backoff, based on TR36.889 Figure 7.2.1.6-1 [2], configured to work with ns-3’s LTE and Wi-Fi models. 
ns-3 is a system simulator popular in research and academia, with high fidelity LTE and Wi-Fi models and support of a full Internet protocol stack.  Physical layer models are largely based on analytical models for modulation, coding, and propagation, with some models interpolated from link simulations.  ns-3 is also free, open-source software, promoting results reproducibility and collaborative development.  This report describes an enhanced version of ns-3, with the Wi-Fi models extended to model interaction with LTE signals, RSS-based AP selection, and error models for frequency selective channels, with the LTE models extended to support LAA listen-before-talk (LBT), and with an indoor propagation model based on IEEE 802.11ax.

The scope of this simulation report covers a downlink-only (DL) scenario following a similar campaign reported on in contribution R1-152936 [3] Section 2.2.3 “Comparison between different ED thresholds.”  Following the approach in [3] and other recent 3GPP contributions, a comparison of network performance in a Wi-Fi on Wi-Fi scenario, followed by LBT on Wi-Fi scenario with different energy detection (ED) thresholds ranging from -62 dBm to -82 dBm, is provided.  Simulations are instrumented to provide results on network throughput, and packet delay.  The simulation scenarios include models for 
· FTP Model 1 file transfers, delivered via both UDP and TCP protocols, and 
· Constant bit rate flows, over UDP.  

This study was initially aimed at studying the sensitivity of varying the LBT energy detection (ED) threshold, but the inclusion of full protocol stack models, and the details of our LBT implementation, led to other interesting observations.  The data suggest the following performance trends:

Observation 1: Coexistence performance is highly sensitive to factors that affect the channel occupancy (proportion of time that the signals occupy the channel)
Observation 2: Channel occupancy is not only affected by the behavior of the PHY-MAC layers, and of the LAA access in particular, but also other aspects, related with upper layer protocols, such as TCP and RLC.
Observation 3: A bursty traffic pattern, such as the FTP 1 model run over a UDP or raw transport, may be a best-case scenario for coexistence in LBT/LAA scenarios, because possible inefficiencies in accessing the channel may be amortized when transmissions are bursty. Other less bursty traffic models, or other transport protocols, e.g. TCP, may cause LTE LAA to occupy the channel more frequently and impact the CCA performance of neighboring nodes.
Observation 4: Implementation details, which will most likely be vendor dependent, regarding how the asynchronous access of the channel is reconciled with the synchronous way the LTE protocol stack works, may significantly affect the channel occupancy and therefore the coexistence performance. In particular, we observe that implementation considerations affecting the efficiency of the use of the TxOP, especially if non-bursty traffic is used, may increase the channel occupancy in such a way that these effects dominate over other aspects of how LAA accesses the channel.
Observation 5:  Coexistence performance appears to be worse for heavier traffic loads than considered in TR36.889 listed results, including so-called full-buffer traffic loads.

Based on the above observations, the following conclusions are drawn:

Conclusion 1: Taking into account that a considerable portion of traffic on the Internet goes over TCP, TCP vs. UDP and RLC UM vs. RLC AM, and the interactions between the different combinations and what happens at the MAC layer should be considered in future studies.
Conclusion 2: The behaviour of specific, and even simple, implementations should be tested before validating the models proposed in 3GPP community. The specific way that vendors decide to deal with implementation delays between MAC-scheduler events and when the channel is actually occupied, may strongly affect the channel occupancy.
Conclusion 3: More diverse traffic models, compared to the basic 3GPP FTP models without higher layer protocols, should be further evaluated. In particular, we recommend to evaluate FTP models also over a TCP implementation.
[bookmark: h.rbiov8xkmty]Conclusion 4: The openly available ns-3 simulator enables new types of simulations and studies, with higher fidelity above the MAC layer and based on implementation-oriented hypotheses. The latest version of the code, which is continually updated, can be found under this link:  http://code.nsnam.org/laa/ns-3-lbt/.  Model code from this project is being contributed to the ns-3 project and will be gradually migrated to the released versions of ns-3 (starting in January 2016).

[bookmark: h.fjlhz4aexuy]2.  Methodology and model description
We follow the 3GPP methodology for evaluation of fairness, although some specifics deviate from the recommendations in TR36.889 and TR36.814. We focus on the 3GPP indoor scenario and configuration parameters, as discussed in [2]. Figure 2-1 provides an overview of the node layout. We describe the two operators as “operator A” and “operator B”. The two operators deploy four small cells in a building with no walls and dimensions as shown in Figure 2-1. The four base stations for each operator are equally spaced, but the offset on the X axis between base stations for operators A and B is controlled by a global value of the program called “bsDistance”. The remaining UEs are randomly distributed in the rectangular region, without redropping.

We evaluate performance in 2 steps. In step 1, both operators deploy Wi-Fi technology. In step 2, operator A substitutes the Wi-Fi deployment with a LAA LBT network.  We consider a single unlicensed 20 MHz channel.  Both operators support 20 DL-only users.

[image: indoor-scenario-layout.jpg]
[bookmark: h.1fyzrl5grtt9]Figure 2-1.  Depiction of indoor scenario
[bookmark: h.5wppv6l46q03]2.1  Wi-Fi model

· 20 MHz 802.11n channel 36 (5.18 GHz) and a standard DCF for best effort traffic
· AWGN-based or TGn channel model D error model; simulations presented herein use AWGN
· Energy detection (ED)-based CCA for detection of other RAT, Preamble detection (PD)-based CCA for Wi-Fi frame detection at the threshold of signal detection, around -88 dBm (i.e. more sensitive than the -82 dBm threshold)
· Wi-Fi’s CCA ED (to LAA signals) is fixed at -62 dBm.
· The current model is limited to 802.11n 2x2 MIMO (supported by a MIMO abstraction model) with an MCS15 maximum rate.  Simulations described herein used rates up to MCS15 with no short guard interval.
· Transmission beamforming (TxBF) is not supported.  Wi-Fi rate control is adaptive feedback-based, similar in concept to closed loop link adaptation but with SINR instead of TXBF information. 

[bookmark: h.wnan4k7vxgyj]2.2  LBT model

· LAA uses an exponential backoff according to the Category 4 design
· The update of the contention window is implemented following a HARQ feedback based approach, as suggested in [4].
· The Contention window size (CWS) is updated if at least Z% for a reference subframe are NACKs. Otherwise, the CWS is reset to the minimum value (i.e. 15)
· We consider two values for Z: Z=10% and Z=100%
· The reference subframe is the first DL subframe of the latest DL data burst for which HARQ ACK feedback is available (also referred to as Alternative 2 in [4]).
· While in Wi-Fi the feedback is sent immediately, after 16 μs, in LTE the HARQ feedback is received at least after 4 msec, so that the update of the CW is delayed with respect to a potential collision. 
· HARQ NACKs do not necessarily reflect collisions, as standard LTE transmissions are based on a closed loop link adaptation aimed at maintaining the BLER to 10%, so that there may easily be NACKs (resolved by HARQ) even without collisions. 
· CWmin=15, CWmax=1024.
· Initial and extended CCA defer at 43 μs.
· LAA CCA slot time is 9 μs.
· LAA ED threshold is tunable separately from Wi-Fi's threshold. We have simulated values ranging between -62 dBm and -82 dBm.
· LAA maximum TxOP length is configurable. We have evaluated values ranging between 4 msec and 20 msec.
· Data transfer starts at the subframe boundary. We implement reservation signals to occupy the channel until the first subframe with data, to force other nodes to defer while LAA is not occupying the channel with data.  The reservation signals count against the node's TxOP time.
· We implement a MAC-to-PHY delay of 2 msec, between when the MAC is able to schedule an event (as a reaction to e.g. feedback from UL, data available in buffer) and when the channel is actually occupied.
[bookmark: h.pyv0hrvrotzm]2.3 Traffic models
The overall offered load is to be the same for both coexisting networks. TR36.889 [2] calls for several traffic models. In ns-3, we have implemented the FTP Model 1 for this project, and evaluate it on the downlink only according to different arrival rate lambda values.  We implement it on top of IP and either UDP or TCP.  This model simulates file transfers arriving according to a Poisson process with arrival rate lambda. The recommended range for lambda is between from 0.5 to 2.5. The file size is 0.5 Mbytes.

In addition, we provide a constant bit rate UDP flow option, with varying bit rates up to saturation.
[bookmark: h.22oxvzq394zz]2.4 Performance metrics
Performance metrics are described in TR 36.889 [2].  The main performance metrics are ‘user perceived throughput’ and ‘latency’, plotted as CDFs, for a given scenario.  In ns-3, we are calculating these by using the built-in FlowMonitor tool that tracks per-flow statistics at the IP layer including throughput and latency, and we then post-process these results to obtain CDFs.  The CDFs plot, on a per-flow basis, the user-perceived throughput and the average packet latency.  Support for ‘Average Buffer Occupancy (BO)’ metric is under development.
2.5 Upper layers
[bookmark: h.qe2iz67ha0ig]We evaluate performances of the above mentioned traffic models over both UDP and TCP transport protocols. For TCP, we use a model of TCP NewReno.  At the LAA link layer, by default, we consider UDP over RLC-UM and TCP over RLC-AM.
[bookmark: h.h7yalg1snfsi]3.  Simulation Results and Analysis
We evaluate coexistence performance for three different traffic types:
1) FTP Model 1 over UDP (and RLC UM)
2) FTP Model 1 over TCP (and RLC AM)
3) UDP constant bit rate (and RLC UM)
The simulation duration is adjusted depending on the offered traffic load to try to obtain similar total overall traffic despite different traffic intensity, and ranges from 48 to 240 seconds per run, with a brief warmup phase at the start.
3.1 FTP Model 1 over UDP

We first evaluate performance of FTP (lambda=2.5), run over a UDP protocol. The link layer of LAA is RLC-UM.
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Figure 3-1 Throughput performance of Wi-Fi-Wi-Fi and LAA-Wi-Fi, when FTP model 1 is run over UDP.
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Figure 3-2 Latency performance of Wi-Fi-Wi-Fi and LAA-Wi-Fi, when FTP model 1 is run over UDP.

Figures 3-1 (throughput) and 3-2 (latency) show CDFs of the per-file throughput and average packet latency.  In each figure, the different colors represent operator A (red) and operator B (green) networks.  In Step 1 (left-most figure), Wi-Fi is used for both networks, while in Step 2, LAA is the red data series and Wi-Fi the green data series.  The two rightmost figures depict results from an LAA ED threshold of -62 dBm and -82 dBm, respectively.  

We observe that lowering the LAA ED threshold to -82 dBm improves Wi-Fi performance, especially in terms of latency, but does not allow the Wi-Fi network to recover and achieve the same performance as in the Wi-Fi over Wi-Fi case. The reason is that the substituted Wi-Fi network occupies the channel for roughly 4.5% of time at this traffic load, while the transmissions of the LAA network occupy the channel for 12% of time, which increases the probability of Wi-Fi to defer more and to collide with signals received below the -62 dB threshold.

The FTP 1 model run over UDP protocol is a bursty traffic model. However, many traffic patterns are not that bursty. We next evaluate performance of less bursty traffic, including TCP and full-buffer UDP.
3.2 FTP Model 1 over TCP

We evaluate performances of FTP (lambda=2.5), run over a TCP protocol. The link layer of LAA is RLC-AM.
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Figure 3-3 Throughput performance of Wi-Fi-Wi-Fi and LAA-Wi-Fi, when FTP model 1 is run over TCP.
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Figure 3-4 Latency performance of Wi-Fi-Wi-Fi and LAA-Wi-Fi, when FTP model 1 is run over TCP.

In figures 3-3 and 3-4, the overall performance for step 1 is similar to that of the UDP case, but the LAA scenarios are much different.  The LAA channel occupancy dramatically increases (reaching values in the range of 60-83%, depending on the simulation configuration). Wi-Fi Step 2 network performance is seriously impacted by the LAA network. The channel occupancy is so high that it dominates the improvements due to energy detection threshold, and even when increasing the LAA sensitivity, the Wi-Fi performance cannot be improved much.

TCP usually has several round trips in which only one of few packets are exchanged, and it makes the traffic arrival pattern much less bursty than the case when UDP-based FTP model is considered.  In particular, from an efficiency standpoint, the worst case traffic arrival pattern for this implementation is one in which packets arrive spaced more than one TxOP apart, when for most packets it is necessary for LAA to re-access the channel, without aggregating packets inside the same TxOP.

We have analyzed more in detail the behavior of TCP protocol, by instrumenting the simulation to log all TCP retransmission and window update events. We have analyzed traces corresponding to the simulations in Figures 3-3 and 3-4 (48 seconds of simulation data transfer time, for a FTP lambda arrival rate of 2.5).  The number of attempted file transfers in each operator's network ranged from 39 to 64 in the cases analyzed.
· The Wi-Fi on Wi-Fi simulations obtain good performance because there are no instances of taking either a TCP NewReno fast retransmission or a coarse timeout; the congestion window grows mainly through the exponential growth phase of slow start.  60% of these file transfers result in greater than 80 Mbps throughput.  In total, there are 15616 slow start window increases, and 45696 congestion avoidance window increases across all flows.  The Wi-Fi transmissions occupy the channel for 5.9 seconds of the 48 seconds of FTP activity.  There are 431 Wi-Fi retransmissions counted during this time (due to collisions or low SNR) but no frame that fails the retry count; i.e. the Wi-Fi networks are not losing any data.
· When LAA on Wi-Fi is simulated, the TCP flows on both operator networks experience more window reduction events, including 113 retransmission timeouts for energy detection threshold of -62 dBm, and 126 timeouts for energy detection threshold of -82 dBm.  We observe many more Wi-Fi retransmissions (7377 for LAA ED threshold of -62 dBm, and 2830 for -82 dBm), and also many frames for which the retry count is exceeded (195 failures for LAA ED threshold of -62 dBm, and 54 for -82 dBm).  Basically, most flows in this scenario experience a coarse retransmission timeout and have to rebuild their congestion window at a much slower pace; if this happens during the first few round trips, the throughput can be severely penalized.  TCP timeouts are due to delays in receiving acknowledgements, which may be either caused by data being delayed or lost, or by STA’s ACK reply, which is delayed or lost. In this simulation, the channel occupancy due to LAA transmissions, despite this low TCP throughput, is roughly 83% for the LAA ED threshold of -62 dBm (39.8 sec of 48 sec), and 60% for the LAA ED threshold of -82 dBm.

3.3 UDP constant bit rate
We also experimented with a non-FTP model, in which UDP packets are generated at a constant rate; this is sometimes referred to as the "full buffer" model.  Similar to TCP results, when the transmitted rate is reduced (e.g. 75 Kbps per flow) and the channel occupancy is not that high (in general not higher than roughly 60%), Wi-Fi performance is not affected by LAA, as shown in Figure 3-5 and Figure 3-6. On the other hand, when the transmitted rate is higher (e.g. 200 Kbps per node) and therefore the channel occupancy, Wi-Fi performance is highly affected by LAA, as shown in Figure 3-7 and Figure 3-8, despite the expected indicators of the LAA access protocol, in terms of CW updates, backoff time, retransmission, etc., as discussed in Table 3.1.

	LAA
	ED=-62 dB
	ED=-82 dB

	#CW updates (Z=100%)
	5500
	1570

	#CW updates (Z=10%)
	8667
	2131

	% LAA Retx
	29%
	6%

	Total time in backoff
	480 msec
	807 msec

	# LAA TxOP
	19379
	18420



Table 3-1. Statistics of key indicators of LAA channel access.
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Figure 3-5 Throughput performance of Wi-Fi-Wi-Fi and LAA-Wi-Fi, with UDP 75 Kbps flows.
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Figure 3-6 Latency performance of Wi-Fi-Wi-Fi and LAA-Wi-Fi, with UDP 75 Kbps flows.
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Figure 3-7 Throughput performance of Wi-Fi-Wi-Fi and LAA-Wi-Fi, with UDP 200 Kbps flows.
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Figure 3-8 Latency performance of Wi-Fi-Wi-Fi and LAA-Wi-Fi, with UDP 200 Kbps flows.
4.  Conclusions
In this document we have discussed LAA-Wi-Fi coexistence performance evaluated over a high fidelity, full protocol stack, ns-3 network simulator.  The models of the evaluation scenario, the Wi-Fi and LAA networks have been presented and discussed.

Observation 1: Coexistence performance is highly sensitive to factors that affect the channel occupancy (proportion of time that the signals occupy the channel)
Observation 2: Channel occupancy is not only affected by the behavior of the PHY-MAC layers, and of the LAA access in particular, but also other aspects, related with upper layer protocols, such as TCP and RLC.
Observation 3: A bursty traffic pattern, such as the FTP 1 model run over a UDP or raw transport, may be a best-case scenario for coexistence in LBT/LAA scenarios, because possible inefficiencies in accessing the channel may be amortized when transmissions are bursty. Other less bursty traffic models, or other transport protocols, e.g. TCP, may cause LTE LAA to occupy the channel more frequently and impact the CCA performance of neighboring nodes.
Observation 4: Implementation details, which will most likely be vendor dependent, regarding how the asynchronous access of the channel is reconciled with the synchronous way the LTE protocol stack works, may significantly affect the channel occupancy and therefore the coexistence performance. In particular, we observe that implementation considerations affecting the efficiency of the use of the TxOP, especially if non-bursty traffic is used, may increase the channel occupancy in such a way that these effects dominate over other aspects of how LAA accesses the channel.
Observation 5:  Coexistence performance appears to be worse for heavier traffic loads than considered in TR36.889 listed results, including so-called full-buffer traffic loads.

Based on the above observations, the following conclusions are drawn:

Conclusion 1: Taking into account that a considerable portion of traffic on the Internet goes over TCP, TCP vs. UDP and RLC UM vs. RLC AM, and the interactions between the different combinations and what happens at the MAC layer should be considered in future studies.
Conclusion 2: The behaviour of specific, and even simple, implementations should be tested before validating the models proposed in 3GPP community. The specific way that vendors decide to deal with implementation delays between MAC-scheduler events and when the channel is actually occupied, may strongly affect the channel occupancy.
Conclusion 3: More diverse traffic models, compared to the basic 3GPP FTP models without higher layer protocols, should be further evaluated. In particular, we recommend to evaluate FTP models also over a TCP implementation.
Conclusion 4: The openly available ns-3 simulator enables new types of simulations and studies, with higher fidelity above the MAC layer and based on implementation-oriented hypotheses. The latest version of the code, which is continually updated, can be found under this link:  http://code.nsnam.org/laa/ns-3-lbt/.  Model code from this project is being contributed to the ns-3 project and will be gradually migrated to the released versions of ns-3 (starting in January 2016).
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