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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1#82, the following agreement on traffic model was agreed for MUST [1][2]:
Agreements:
· Adopt the following option for the traffic model in system-level evaluation:
· FTP traffic model 1 with 
· Packet size of 0.1 Mbytes for resource utilization of 60%, 80% and 90%, and
· Packet size of 0.5 Mbytes for resource utilization of 60%
· Statistics of the number of UEs simultaneously scheduled in a subframe should be reported
· Duration of the simulation should also be reported in terms of the number of subframes
Agreements:
· For MUST system-level simulation results with at least for RU > 60% to be captured in TR 36.859
· Implement packet dropping in MUST system simulations, according to the method in TR 36.814 with the following additional assumption
· T_drop = 1.6 seconds for 100KByte packet size
· Companies are encouraged to provide system-level simulation results with the following new performance metric additionally in next meeting
· New performance metric: average throughput of the UEs with user perceived throughputs at or below the 5% CDF point
· Using throughput calculations for dropped packets according to 36.814
· FFS whether to capture this new performance metric in TR 36.859 
· FFS whether and how to draw conclusion from this new performance metric
In this contribution, an investigation on the stability of 3GPP FTP traffic model 1 with the above simulation assumptions is presented.
2. [bookmark: _Ref129681832]The stability of 3GPP FTP traffic model 1
The number of active users in one TTI for one cell is investigated in [2, 3], and the simulation results showed that the number of active users per cell was unlikely more than 8 even for 90% resource utilization (RU, [7]). And it was observed in [3] that then the number of active UEs in one cell did not increase infinitely along with the time. But it was reported in [6] that the number of active UEs from the whole system point of view kept increasing overtime during a short simulation time around 7.5 seconds. This contribution further investigates the number of active UEs from the whole system point of view with longer simulation duration. The simulation assumptions are given in the appendix, and 30,000 subframes are simulated for each simulation case. It is noted that MUST may not be included in the simulation because the active number of UEs or the RU in MUST system is not larger than that in baseline OMA system under the same packet arrival rate[5][6]. The simulation results of the baseline OMA system should be enough to reflect the stability of 3GPP FTP traffic model 1..
1 
2 
Stability of FTP model without packet dropping mechanism
Firstly, the stability of FTP traffic model is verified when the packet dropping mechanism with the packet expiration time 1.6s is disable in order to verify if there is any packet being accumulated in data queue forever.
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[bookmark: _Ref431762227]Figure 1: number of active UEs in baseline system with 57 cells for different resource utilizations
The Figure 1 shows the number of active UEs along with time for 57 cells for resource utilization (RU, [7]) of 65% and 90% where wideband scheduling is applied. The number of active UEs does not go infinite along with time. There is a ramp-up phase for each RU because the FTP traffic model 1 is defined and implemented as a stochastic process where the user arrival rate follows Poisson distribution [7]. It takes time for such stochastic process to accumulate high load of traffic as well as high number of active UEs. For example, with a user arrival rate 12 packets/sec for one cell (high RU), it takes average 12 seconds to have 144 UE packets arrived. While with a user arrival rate 6 packets/sec for one cell (low RU), it takes average 24 seconds to have 144 UE packets arrived. Additionally, since it is a system with both traffic in and traffic out, so it takes longer to accumulate 144 active UE packets waiting for transmission. This could explain why the ramp-up phase exists. The ramp-up phase of high RU has longer duration than that of low RU. It is because the ramp-up duration depends on the transmission time of the cell edge UEs. And in a system with PF scheduling, the higher traffic load is, the lower user throughput of the cell edge UEs is, consequently the longer transmission time of the cell edge UEs, which coincide with the simulation results in Figure 2. Therefore, the ramp-up phase of high RU is longer than that of low RU.
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[bookmark: _Ref431765413]Figure 2: statistics of the packet transmission time
Figure 2 shows the packet transmission time from being scheduled till being completely transmitted. For high cell traffic load of as ~90% resource utilization, the packet transmission time is rarely more than 4 seconds, which also proves that the served-to-offered-traffic ratio defined in [7] for high RU 90% should be close to one.
In summary, we have the following observations.
Observation 1: 
There is a ramp-up for the number of active users at the start of the simulation due to the stochastic generation of the traffic packets. The ramp-up duration is about 5~6 seconds (7000~8000 subframes) for the case 90% resource utilization (RU) while it is less than 1 seconds (1000 subframes)for the case 60% RU. The higher RU is, the longer the ramp-up duration is. The ramping up duration may be different due to the different implementation of the initialization.
Observation 2: 
For resource utilization in a range from 60% to 90%, the number of active users in the system is fluctuating within a range after the traffic ramp-up phase, and does not increase infinitely along with time.
Observation 3: 
Higher resource utilization results in larger number of active UEs in the queue to be transmitted.
Observation 4: 
For high cell traffic load as ~90% resource utilization, the packet transmission time is rarely more than 4 seconds.
Observation 5: 
Given by the limited packet transmission time and the limited number of active users in simulation system, the FTP traffic model 1 is stable with packet size 100 kilobytes for high traffic load 90% resource utilization, even when there is no packet dropping mechanism is applied.

Stability of FTP model with packet dropping mechanism
In this subsection, the packet dropping mechanism with the packet expiration time 1.6s is enabled and the stability of FTP traffic model is discussed with simulation results. It was reported in [8] that RU varies significantly among different sectors at ~ 90% average RU. In this contribution, similar to [8], RU variation among cells and the number of active UEs are verified for RU around 60%, 80% and 90%, respectively. The cases with subband scheduling are discussed in the following subsection 2.2.1 to 2.2.3, and the cases with wideband scheduling are discussed in the following subsection 2.2.4 to 2.2.6.
[bookmark: _Ref433755596]Subband scheduling with ~90% RU
Figure 3 shows the RU per cell for the average RU ~90%, and they are all around 90%, none of them reaches 100%. With much shorter simulation time like 5 seconds, the RU per cell maybe reach 100% for short term, but they does not get 100% for long term.
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[bookmark: _Ref433751145]Figure 3: Resource utilization per cell for average RU around 90%

Figure 4 and Figure 5 show the number of active UEs for the average RU ~90%, we can see that the average number for active UEs per cell is mostly not more than 4 UEs, and the total number of active UEs shares the same observations with the previous section without packet dropping mechanism. The number of active users in the system is fluctuating within a range after the traffic ramp-up phase, and does not increase infinitely along with time.
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[bookmark: _Ref433751931]Figure 4: Number of active UEs
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[bookmark: _Ref433752978]Figure 5: Number of active UEs



Subband scheduling with ~80% RU
The same verification simulations to the case of RU ~90% are duplicated for RU ~80%, and their results are showed in Figure 6 and Figure 7 below. We can see that the RU per cell for average RU ~80% are all around 80%, none of them reaches 100%. The average number of active UEs per cell is mostly lower than 3, and the total number of active UEs does not go to infinite along with time.
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[bookmark: _Ref433754302]Figure 6: RU per cell for average RU around 80%
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[bookmark: _Ref433754304][bookmark: _Ref434604232]Figure 7: Number of active UEs


[bookmark: _Ref433755620]Subband scheduling with ~60% RU
The same verification simulations to the case of RU ~90% are duplicated for RU ~60%, and their results are showed in Figure 8 and Figure 9 below. We can see that the RU per cell for average RU ~60% are all around 60%, none of them reaches 100%. The average number of active UEs per cell is always lower than 1.8, and the total number of active UEs does not go to infinite along with time. 
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[bookmark: _Ref433755067]Figure 8: Resource utilization per cell for average RU ~60%
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[bookmark: _Ref434604334]Figure 9: Number of active UEs

[bookmark: _Ref433755701]Wideband scheduling with ~90% RU
Similar simulations are done with wideband scheduling. Figure 10 shows the RU per cell for the average RU ~90%, and they are all around 90%, none of them reaches 100%. With much shorter simulation time like 5 seconds, the RU per cell maybe reach 100% for short term, but they does not get 100% for long term.
The average number of active UEs per cell is mostly not more than 7, and the total number of active UEs does not go to infinite along with time. Compared with those results for the case of subband scheduling, the case of wideband scheduling has higher number of active UEs, and higher packet dropping rates.
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[bookmark: _Ref433756875]Figure 10: Resource utilization per cell for average RU ~90%
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Figure 11: Number of active UEs



[bookmark: _Ref433755703]Wideband scheduling with ~80% RU

Based on Figure 12 and Figure 13, we can see that the RU per cell for average RU ~80% are all around 80%, none of them reaches 100%. The average number of active UEs per cell is always lower than 4.2, and the total number of active UEs does not go to infinite along with time. 
Compared with those results for the case of subband scheduling, the case of wideband scheduling has higher number of active UEs, and higher packet dropping rates.

[image: ]
[bookmark: _Ref433758400]Figure 12: Resource utilization per cell for average RU ~80%
[image: ] [image: ]
[bookmark: _Ref434604445]Figure 13: Number of active UEs

[bookmark: _Ref433755708]Wideband scheduling with ~60% RU
Based on Figure 14 and Figure 15, we can see that the RU per cell for average RU ~60% are all around 60%, none of them reaches 100%. The average number of active UEs per cell is mostly lower than 2, and the total number of active UEs does not go to infinite along with time. 
 Compared with those results for the case of subband scheduling, the case of wideband scheduling has higher number of active UEs, and higher packet dropping rates.
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[bookmark: _Ref433758444]Figure 14: Resource utilization per cell for average RU ~60%
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[bookmark: _Ref434604480]Figure 15:  Number of active UEs

Observation 6: 
In the case of subband scheduling for RU 60%, RU 80% and RU 90%, the average number of active UEs per cell is around 1.5 to 4, and goes higher as RU increases. Given the limited RU per cell and the limited total number of active UEs, the FTP traffic model 1 is stable in the case of subband scheduling for RU 60%, RU 80% and 90%,
Observation 7: 
In the case of wideband scheduling for RU 60%, RU 80% and RU 90%, the average number of active UEs per cell is around 1.9 to 7, and goes higher as RU increases. Given the limited RU per cell and the limited total number of active UEs, the FTP traffic model 1 is stable in the case of wideband scheduling for RU 60%, RU 80% and 90%.
Observation 8: 
RU variation among cells is also observed at all 60%, 80% and 90% RU. The RU variation for RU 60% is a little larger than that for RU 90%, e.g.  the  range [0.42, 0.74] for RU 60% versus the range [0.76, 0.97] for RU 90% for subband scheduling case. The same observation can be drawn based on the results in R1-156297[8].
3. Conclusions
The following observations are concluded in this contribution.

Observation 1: 
There is a ramp-up for the number of active users at the start of the simulation due to the stochastic generation of the traffic packets. The ramp-up duration is about 5~6 seconds (7000~8000 subframes) for the case 90% resource utilization (RU) while it is less than 1 seconds (1000 subframes)for the case 60% RU. The higher RU is, the longer the ramp-up duration is. The ramping up duration may be different due to the different implementation of the initialization.
Observation 2: 
For resource utilization in a range from 60% to 90%, the number of active users in the system is fluctuating within a range after the traffic ramp-up phase, and does not increase infinitely along with time.
Observation 3: 
Higher resource utilization results in larger number of active UEs in the queue to be transmitted.
Observation 4: 
For high cell traffic load as ~90% resource utilization, the packet transmission time is rarely more than 4 seconds.
Observation 5: 
Given by the limited packet transmission time and the limited number of active users in simulation system, the FTP traffic model 1 is stable with packet size 100 kilobytes for high traffic load 90% resource utilization, even when there is no packet dropping mechanism is applied.
Observation 6: 
In the case of subband scheduling for RU 60%, RU 80% and RU 90%, the average number of active UEs per cell is around 1.5 to 4, and goes higher as RU increases. Given the limited RU per cell and the limited total number of active UEs, the FTP traffic model 1 is stable in the case of subband scheduling for RU 60%, RU 80% and 90%,
Observation 7: 
In the case of wideband scheduling for RU 60%, RU 80% and RU 90%, the average number of active UEs per cell is around 1.9 to 7, and goes higher as RU increases. Given the limited RU per cell and the limited total number of active UEs, the FTP traffic model 1 is stable in the case of wideband scheduling for RU 60%, RU 80% and 90%.
Observation 8: 
RU variation among cells is also observed at all 60%, 80% and 90% RU. The RU variation for RU 60% is a little larger than that for RU 90%, e.g.  the  range [0.42, 0.74] for RU 60% versus the range [0.76, 0.97] for RU 90% for subband scheduling case. The same observation can be drawn based on the results in R1-156297[8].
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Appendix: detailed simulation parameters
	Parameters
	Values

	Scenario
	MUST Scenario 1

	Layout
	Hexagonal grid, 3 sectors per site, 19 macro sites

	System bandwidth per carrier
	10 MHz 

	Carrier frequency
	2.0GHz

	Total BS TX power
	46dBm

	Distance-dependent path loss
	ITU UMa

	Penetration loss
	For outdoor UEs:0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link)

	Shadowing
	ITU UMa

	Fast fading channel between eNB and UE
	ITU UMa

	Antenna pattern
	3D

	Antenna Height: 
	25m

	Antenna gain + connector loss
	17 dBi

	UE antenna Height
	1.5m

	Antenna gain of UE
	0 dBi

	Antenna configuration
	2x2, cross-polarized, 0.5-wave length between antenna groups

	Transmission mode
	TM4

	Traffic model 
	burst buffer (FTP mode I of 100KB file size)

	UE dropping
	20% UEs are outdoor and 80% UEs are indoor.

	UE receiver
	MMSE-IRC for inter-cell interference suppression
MMSE for inter-spatial layer interference suppression for SU-MIMO

	UE noise figure
	9dB

	UE speed
	3km/h

	Unified handover margin
	3dB

	Overhead 
	3 symbols for DL CCHs

	Network synchronization
	Synchronized

	Performance metrics
	Average cell throughput, 5% cell edge throughput

	Scheduling assumptions
	No MU-MIMO is considered for 2X2 antenna configuration

	Feedback assumptions
	Non-ideal CRS channel/interference estimation
Release 12 CSI feedback schemes
Feedback delay 5ms
Feedback periodicity 5ms

	Receiver impairment modelling for demodulation
	Non-ideal CRS channel estimation

	EVM
	TX EVM: 8%, UE RX EVM: 4%

	Simulated subframes
	30000 subframes
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