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At RAN1#82, it has been agreed that for LBT Category 4 operation for PDSCH, the adjustment of CWS (contention window size) based on  HARQ ACK/NACK feedback is an option that should be studied further [1]. During a subsequent email discussion, it was further agreed that [2]:
For CWS adjustment based on HARQ-ACKs, the considered set of HARQ-ACK feedback values is defined as the following:
HARQ-ACK values candidate set: The set of HARQ-ACK feedback values considered for adapting the contention window size correspond to the HARQ-ACKs that are decoded and available at the time when the contention window size (CWS) is determined.
The following options are considered for adapting the CWS based on the set of considered HARQ-ACK feedback values:
· Option 1: The CWS is increased if all of the considered HARQ-ACK feedback values corresponding to a single subframe (e.g. the latest DL subframe or the first DL subframe of the latest DL transmission burst) are NACK. Otherwise, the CWS is reset to the minimum value.
· Option 2: The CWS in increased if at least one of the considered HARQ-ACK feedback values corresponding to a single subframe (e.g. the latest DL subframe or the first DL subframe of the latest DL transmission burst) is NACK. Otherwise, the CWS is reset to the minimum value.
· Option 3: The CWS is increased if at least Z% of the HARQ-ACK feedback values within a predefined window are NACK. Otherwise, the CWS is reset to the minimum value.
–	FFS on timing and size of the window
In addition, the CWS is reset to the minimum value if at least one of the following conditions are met:
· Alt 1: if the maximum CWS is used for K consecutive eCCA for transmission e.g. K=1 or 2 or 3. FFS on K
· Alt 2: if there has been no DL transmission by the eNB for a duration of at least T. FFS on T.
•	FFS on other alternatives.
In this contribution, we provide our views on the design of CWS adaptation for PDSCH based on HARQ-ACK feedback.
Discussion
CWS adaptation in IEEE 802.11
In the 802.11 EDCA mechanism, each access class (AC) maintains its own contention window CW[AC], which shall be initialized to the value of the parameter CWmin[AC]. Once a TXOP for a particular AC is initiated, the corresponding CW[AC] is doubled in the event of transmission failure of an initial or non-initial frame by the TXOP holder, as long as the retransmission limit or maximum CW limit has not been reached. The CW[AC] is reset to CWmin[AC] upon the reception of an ACK when individual ACKs are requested, or if the retransmission limit for a particular frame has been reached.  
In order to reduce control overhead, the Block ACK mechanism allows the transmission of a single frame containing a consolidated set of ACKs in response to multiple data frames, as shown in Figure 1. The recipient may send the Block ACK either immediately or after some delay. The sender’s CW is not doubled as long as the Block ACK frame is received successfully by the sender, even if the data blocks are not received successfully by the recipient, i.e., even if the Block ACK contains NACKs. 

[image: ]
[bookmark: _Ref430609869]Figure 1: Block acknowledgement mechanism in 802.11n.
CWS adaptation for LAA
Option 1 vs Option 2
Among the considered options for the CW adaption based on HARQ-ACK feedback, first we focus on Option 1 and 2 for being different from Option 3 for the latter uses a window based approach as opposed to the other two options.  Therefore we start the discussion by comparing Option 1 and Option 2.
In case of multiple HARQ-ACK feedback values, the considered HARQ-ACK feedback set in Option 1 and 2 resembles the Block ACK mechanism in IEEE 802.11 as discussed in the previous section. Moreover adopting a rule for LAA similar to IEEE 802.11 seems to be reasonable approach and it is unclear a more conservative approach is needed.  Therefore, Option 1 is preferable as compared to Option 2.
Observation:
· Option 1 is preferred to Option 2 for being more aligned with IEEE 802.11 behaviour.
For Option 1, two following explicit examples are provided:
· the considered HARQ-ACK feedback values correspond to the latest DL subframe
· the considered HARQ-ACK feedback values correspond to the first DL subframe of the latest DL transmission burst
In IEEE 802.11, the state of the most recent ACK frame is used to determine whether the CWS needs adjustment, regardless of previous ACKs. Since the intention of CWS adjustment is to dynamically adapt to changing network conditions, a similar approach should be adopted for LAA. Therefore we believe it is beneficial to limit the range for the considered HARQ-ACK feedback values by choosing the first example i.e. for the considered HARQ-ACK feedback values corresponding to the latest DL subframe.
Observation:
· In Option 1 the considered HARQ-ACK feedback values corresponding to the latest DL subframe is preferred. 
Option 1 vs Option 3
Next we compare Option 1 based on the latest received HARQ-ACK to Option 3 by performing coexistence system evaluation and examining the overall system performance based on these two options. In order to investigate the impact of Option 3 design parameters, i.e. the window size for the candidate set of HARQ-ACK feedback values and the percentage of NACK values within the window (denoted by Z%), window sizes of 4ms  and 10ms and Z%  = 25%, 50% and 75% are considered. A window size of 4ms is the shortest possible window size due to the HARQ delay of 4ms, while window sizes larger than 10ms carry the risk of not being representative of dynamic changes in channel conditions. Moreover, different threshold values represent the level of conservativeness of the scheme. 
The coexistence methodology and simulation assumptions from the TR [3] are adopted here. The indoor scenario is simulated where two operators deploy X=4 small cells each in the single-floor building sharing Y=4 unlicensed carriers, 20 MHz each. The non-replaced Wi-Fi network has both DL and UL traffic with an 80/20 split. The Wi-Fi network which is replaced by LAA has only DL FTP traffic. Indoor deployment with 80 UEs per operator are considered in the evaluation. More detailed information on the simulation assumptions is provided in the Annex A in the Appendix.
Figure 2 and Figure 3 illustrate the mean and 5th percentile user throughput versus served traffic of the LAA network (Operator A), respectively. Moreover Figure 4 and Figure 5 exhibit the corresponding DL and UL performance for the non-replaced Wi-Fi network (Operator B) performance, respectively. These results show how different CWS adaption mechanisms based on Option 1 and Option 3 with different design parameters impact the LAA system performance and its coexistence with the Wi-Fi network. More simulation results are provided in Annex B in the Appendix. The overall system performance evaluation results illustrate the following behaviours:
It can be observed that both Option 1 and Option 3 provide good coexistence between LAA and Wi-Fi networks. The Wi-Fi network performance is boosted when coexists with an LAA network. The improvement is comparable when LAA adopts Option 1 or Option 3 for the purpose of CWS adjustment. 
However, the impact on the LAA network performance depends on how the Option 3 parameters are set for different operating load points. For a given threshold Z, the impact of different window sizes for Option 3 in the LAA network varies depending on the operating load point in the system. For a given HARQ window size in Option 3, the impact of different thresholds for Option 3 in the LAA network varies depending on the operating load point in the system. There is no single combination of threshold Z and HARQ window size settings that provides a consistent LAA performance as achieved by Option 1.
The investigation leads to the following observations:

Observations:

· Both Option 1 and Option 3 provide good coexistence between LAA and Wi-Fi networks.
· The Wi-Fi network performance is boosted when coexists with an LAA network using either Option 1 or Option 3 for the purpose of CWS adjustment.
·  The corresponding improvement in the Wi-Fi network is comparable when LAA adopts Option 1 or Option 3 for the purpose of CWS adjustment.
· A proper parameter setting of Option 3 requires knowledge of the amount of traffic in the system. A given set of parameter setting impacts the LAA performance differently depending on various operating load points.
· Option 1 is more robust and simpler in design and implementation than Option 3.
Therefore based on analysis and investigations we propose the following:
Proposal:
· Option 1 with the considered HARQ-ACK feedback values corresponding to the latest DL subframe is supported for LAA as the CWS adjustment mechanism due to its simplicity, robustness and alignment with corresponding IEEE 802.11 mechanism.
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	a) Option 3 with 4ms window
	b) Option 3 with 10ms window


[bookmark: _Ref430900965]Figure 2: Downlink Mean user throughput vs. served traffic per AP per operator for the indoor deployment scenario with FTP traffic. For better readability of the results this figure includes plots regarding the LAA performance where Wi-Fi network performance is illustrated only for the reference baseline case when two Wi-Fi networks coexisting with each other. The corresponding plots for the non-replaced Wi-Fi network performance when coexisting with LAA networks are shown in Figure 4. Moreover the left and right plots correspond to Option 3 with 4ms and 10ms window, respectively.
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	a) [bookmark: _Ref430900954]Option 3 with 4ms window
	b) Option 3 with 10ms window


[bookmark: _Ref430949898]Figure 3: Downlink 5th percentile user throughput vs. served traffic per AP per operator for the indoor deployment scenario with FTP traffic. For better readability of the results this figure includes plots regarding the LAA performance where Wi-Fi network performance is illustrated only for the reference baseline case when two Wi-Fi networks coexisting with each other. The corresponding plots for the non-replaced Wi-Fi network performance when coexisting with LAA networks are shown in Figure 4. Moreover the left and right plots correspond to Option 3 with 4ms and 10ms window, respectively.
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[bookmark: _Ref430902040]Figure 4: Downlink user throughput vs. served traffic per AP per operator for the indoor deployment scenario with FTP traffic. For better readability of the results this figure includes plots regarding the non-replaced Wi-Fi performance. The corresponding plots for the replaced Wi-Fi network as well as LAA network are shown in Figure 2 and Figure 3 for mean and 5th percentile user throughput, respectively. The same legend as in Figure 2 and Figure 3  applies here. Moreover the left and right plots correspond to mean and 5th percentile user throughput of the non-replaced Wi-Fi network, respectively.
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[bookmark: _Ref430902046]Figure 5: Uplink user throughput vs. served traffic per AP per operator for the indoor deployment scenario with FTP traffic. The same legend as in Figure 2 and Figure 3  applies here. Moreover the left and right plots correspond to mean and 5th percentile user throughput of the non-replaced Wi-Fi network, respectively.
Conclusions
In this contribution, we investigated and disucssed a design for CWS adaptation based on HARQ-ACK feedback. The discussion is summarized with the following observations:
· Observation:Both Option 1 and Option 3 provide good coexistence between LAA and Wi-Fi networks.
· The Wi-Fi network performance is boosted when coexists with an LAA network using either Option 1 or Option 3 for the purpose of CWS adjustment.
·  The corresponding improvement in the Wi-Fi network is comparable when LAA adopts Option 1 or Option 3 for the purpose of CWS adjustment.
· Option 1 is preferred to Option 2 for being more aligned with IEEE 802.11 behaviour.
· In Option 1 the considered HARQ-ACK feedback values corresponding to the latest DL subframe is preferred. 
· A proper parameter setting of Option 3 requires knowledge of the amount of traffic in the system. A given set of parameter setting impacts the LAA performance differently depending on various operating load points.
· Option 1 is more robust and simpler in design and implementation than Option 3.
Based on the above observations the following is proposed:
Proposal:

Option 1 with the considered HARQ-ACK feedback values corresponding to the latest DL subframe is supported for LAA as the CWS adjustment mechanism due to its simplicity, robustness and alignment with corresponding IEEE 802.11 mechanism.
[bookmark: _Ref363567898][bookmark: _Ref367350341][bookmark: _Ref370111837][bookmark: _Ref370203071][bookmark: _Ref377571746][bookmark: _Ref386564944][bookmark: _Ref386565146][bookmark: _Ref395083208]References
[bookmark: _Ref426552451]Chairman’s Notes, RAN1#82.
[bookmark: _Ref430356461]Email discussion [82-08] LAA - CW adjustment based on HARQ-ACK feedback.
[bookmark: _Ref430885276]3GPP TR 36.889 v.13.0.0, Study on Licensed-Assisted Access to Unlicensed Spectrum

Appendix
Annex A: Additional Coexistence Evaluation Assumptions
The simulation assumptions are based on the agreed coexistence assumptions in [3]. However our simulation settings on the assumptions that remained optional or need clarifications when results are presented are provided below. In all the indoor coexistence evaluations, the transmit power of the base station in the unlicensed band is assumed to be 18 dBm. Moreover, FTP model 3 is used for generating FTP traffic. A maximum channel occupancy time of 4ms is assumed for LAA. Additionally, the LBT algorithm used for LAA is based on the recommended Category 4 LBT algorithm in [3] with the relevant latest agreements in [1].
Finally, Table 1 and Table 2 capture our assumptions for Wi-Fi and LAA systems, respectively.
[bookmark: _Ref414616232]Table 1: Additional Wi-Fi system evaluation assumptions
	Parameter
	Value

	MCS
	802.11ac MCS table with 256 QAM 

	Antenna configuration		
	Open loop 2x2 MIMO
QPSK/16QAM/64QAM/256QAM

	Channel coding
	LDPC

	Frame aggregation
	A-MPDU

	MPDU size
	1500B MSDU + 14 B header

	Max PPDU duration
	Baseline:< 4 ms 
(Asynchronous to LTE timing)

	MAC
	Coordination
	EDCA

	
	SIFS, DIFS
	SIFS, DIFS

	
	Detection
	Energy detection & preamble detection

	
	RTS/CTS
	No

	
	Contention window
	Per EDCA

	CCA-CS
	-82dBm and preamble decoding
(Note preamble occupies the 20MHz system bandwidth with rate 1/2 coding and BPSK modulation)

	CCA-ED 
	-62dBm

	ACK Modeled (successful reception, resources utilized)
	Yes

	DL/UL Duplexing
	For the DL-only LAA coexistence evaluations:
· DL traffic only for the replaced Wi-Fi network
· DL and UL for the non-replaced Wi-Fi network 

	Rate control
	Same as used in LAA

	OFDM symbol length
	4 micro second

	AP contention window
	CWmin=15, CWmax=63

	UE contention window
	CWmin=15, CWmax=1023

	Defer period
	43 micro second including 3 CCA slots following 16 micro second period



[bookmark: _Ref414616236]Table 2: Additional LAA system evaluations assumptions
	Parameters
	Value

	PCI planning for each NW
	Planned 

	Antenna configuration	
	2Tx2Rx, Cross-polarized. 

	Transmission schemes
	Open loop 2x2 MIMO based on TM10, QPSK/16QAM/64QAM/256QAM

	Turbo code block interleaving depth
	Per LTE specs (1-14 LTE OFDM symbols dependent on MCS and PRB allocation)

	Scheduling
	Proportional fair

	Link adaptation
	Realistic

	CCA-ED
	-72 dBm

	Channel selection
	Based on the minimum interference level while ensuring that each unlicensed carrier is shared by two operators in each cluster

	Cyclic Prefix
	Normal

	eNB contention window
	CWmin=15, CWmax=63

	CCA slot size
	9 micro second

	Defer period
	43 micro second including 3 CCA slots following 16 micro second period



Annex B: Additional Coexistence Evaluation Results
Note that the legends in Figure 2 are applicable for the plots illustrated in the following figures.
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