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1 Introduction

In this contribution we discuss different design options for the frame structure supporting V2X on PC5. Some of the aspects discussed here evaluated in [3].
2 Discussion on V2X Frame Structure

V2X traffic is expected to be highly dynamic both geographically and time-wise. Also, specific events (e.g., accidents) may drive the traffic load to certain peaks. A V2X carrier experiences a mixture of traffic, e.g.:

· Different traffic types (e.g., V2V, V2I, V2P);

· Different transmission periodicities (100ms, 1s, event-triggered traffic);

· Different packet sizes, possibly with non-homogeneous packet size even in case of periodic traffic;

· Different radio/service requirements (range, reliability, latency, priority, etc.).

A possible approach would be to define (orthogonal) resource pools and map different traffic to such pools. However, such an approach would be very wasteful and inefficient, because the instantaneous load on each pool might differ largely. We suggest instead enabling efficient inband coexistence of different data traffic within a common set of contention-based data resources. If resource patterns are properly designed good half duplex and inband emission properties can be achieved among all UEs sharing the resources.
When it comes to SA we are open to consider additional pools, e.g., to differentiate event-triggered from periodic traffic. This is because event-triggered traffic is subject to more stringent scheduling latency requirements than periodic traffic. On the other hand we don’t see motivations at this point for splitting pools for eNB-controlled resource selection and UE-controlled resource selection, as long as UEs prioritize allocations controlled by the eNB and avoid interferening them (e.g., by use of sensing-based RA).
Proposals:

· Avoid static partitioning of V2X radio resources into pools as much as possible.
· Data patterns with different transmission periodicity and scheduling BW share the same pool in an efficient way.
· Data pools might be used to differentiate V2V, V2I and V2P data.

· Different SA pools may be defined for periodic and event-triggered traffic.
· At this point we prefer to avoid splitting pools between eNB-controlled resource selection and UE-controlled resource selection. Prioritization of eNB-controlled resources can be handled by the sensing protocol.
3 Direct Scheduling over PC5
The Rel-12 SA framework is too inefficient for V2X. The short latency requirements impose that SA pools repeat every ~20ms (based on the most stringent requirement from SA1) or ~100ms assuming the more relaxed SA1 requirement. In any case the overhead of scheduling assignment is so large that system efficiency degrades significantly. We observe also that DSRC/WAVE does not have fixed scheduling assignment overhead, which motivates optimization of the LTE direct resource allocation. In order to improve scheduling efficiency, we first observe the following:

Observations:

· Latency requirements defined by SA1 apply to data transmissions

· In case of periodic traffic scheduling latency is decoupled from data latency requirements.

· In case of event-triggered traffic scheduling latency should be included in the latency requirement.

We propose two solutions for direct scheduling of V2x traffic over PC5. Alt.1A/1B have good performance improvement over Rel-12 with limited spec impact, Alt.2 has even better performance but larger impact on L1. 
3.1 Alt.1A: Common data pool, separate SA pools for periodic and event-triggered traffic. TDM between SA and data pools.

With Alt.1A we take advantage of the different latency requirements for periodic and event-triggered data for partitioning the SA resources in different pools. 
· Periodic-traffic SA pool: SAs in this pool schedule several transmissions each, within e.g. a 1s period. Since the pool is transmitted seldom, it is possible to increase redundancy in the SA resources for extra reliability with small impact on system overhead. 
· Event-triggered traffic SA pool: SAs in this pool schedule one or several transmissions each, in the next available resources. The pools are transmitted often (e.g., every 20 or 100ms) in order to keep scheduling latency low. Since event-triggered traffic is generated at random time instances, the load on each SA pool is relatively low and few subframes are sufficient to support typical traffic load.

· Common data pool for all traffic types. The patterns used for event-triggered and periodic traffic belong to the same family of patterns and can be multiplexed efficiently within the same pool. 
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Figure 1: Example of Alt.1A. The SA pools and the data pools are TDM.
3.2 Alt.1B: Common data pool, separate SA pools for periodic and event-triggered traffic. FDM between SA and data pools.

With Alt.1B we further optimize SA reliability by multiplexing SA and data pools in FDM fashion. Such solution is most suitable for the SA pool of periodic traffic, which has loose scheduling latency requirements. For event-triggered traffic SA pool a TDM approach with data may still be desirable because of the tighter latency requirement.

· Periodic-traffic SA pool: SAs in this pool schedule several transmissions each, within e.g. the next 1s period. Since the pool is transmitted seldom, it is possible to increase redundancy in the SA resources for extra reliability with small impact on system overhead. Designing a SA pool with few frequency resources (maybe only 1 RB) and many time resources solves half duplex and inband issues within the SA pool at any system load.

· Event-triggered traffic SA pool: This pool is designed in the same way as in Alt.1A, but in principle FDM could be considered even for such pool.

· Common data pool for all traffic types. This pool is designed in the same way as in Alt.1B. 
Some care may be recommended when assigning SA and data patterns to a UE, in order to avoid blocking issues between the FDM-multiplex SA-pool and the data pool. We believe that the resource allocation can easily avoid this issue.
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Figure 1: Example of Alt.1B. The SA periodi traffic pools and the data pools are FDM.
3.3 Alt.2: Inband SA/control information.
Alt.2 is significantly different from Alt.1A/B, since a dedicated SA pool is not present anymore. Scheduling information on the other hand is carried inband directly within the data transmission. For this purpose, coding schemes used for CQI on PUSCH may be reused to a large extent. The receiver detects the control information which is carried using a predetermined format and resources within each transmission (this can be done very efficiently). If a transmission is detected, the data part is decoded.
In case a DFT precoder is used for modulation of V2V signals, it is useful that the receiver is aware of the scheduling BW and starting position in frequency before performing DFT dispreading, in order to avoid blind decodes of the data. This can be solved e.g., by mapping resource allocation information to the DMRS sequences, which are not DFT-precoded. The receiver needs to blindly detect DMRS sequences to extract information that is used to determine the position and size of the allocation, without ambiguity.

Alt.2 has some potential advantages compared to Alt.1A/B. In particular, since scheduling overhead is not preallocated Alt.2 allows optimal resource use for any traffic situation. A further advantage is that the transmission format for control information may be adapted to the data transmission format (similarly to CQI on PUSCH), which gives further overhead reduction.
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Figure 1: Example of Alt2. The SA periodi traffic pools and the data pools are FDM.

We recommend Alt.1B as baseline for further study, but we also see Alt.2 as promising (at the cost of complexity) and would be open to further investigate it. 
Proposals:

· Improvements are needed to the Rel-12 D2D scheduling protocol at least in terms of latency, flexibility and resource efficiency for traffic tailored for V2X use cases.

· We suggest Alt.1B as baseline for further study.
· Alt.1B consists of split SA pools for periodic and event-triggered traffic and FDM between SA pools and data.
· Alt.2 (inband SA in data transmission) can be considered for further study.
4 SA Resource Patterns

The optimization criteria considered during Rel-12 SA pools design are applicable also for V2X, therefore we do not see motivation for fundamental redesign of the SA patterns (in case SA are used at all, of course). The number of retransmissions should be discussed further after more details about the SA pool design are stabilized. 

Proposal:

· For SA resource patterns, an orthogonal patterns design similar to the one used for Rel-12 SA is adopted.
· The number of subframes in the pool and the number of retx of each SA could be discussed after more details of the scheduling procedure are stabilized.
5 Data Resource Patterns

For clarity of discussion we define the scheduling period as the allocation periodicity for periodic traffic (e.g., 1s). In other words resource allocation for periodic patterns is valid for one scheduling period. We also define the data resource pattern as a set of time/frequency resources within a scheduling period. These definitions are directly derived from Rel-12 D2D.
Within each scheduling period different UEs should be able to transmit a different number of TBs, depending on their traffic characteristics. That means, each data resource pattern defines how each TB transmitted within the scheduling period is mapped to each time/frequency resource. We believe that it is useful to specify resource patterns also in order to aid distributed resource allocation algorithms.
Proposal:

· Specify data resource patterns defining time/frequency resources for each TB within a scheduling period.

The data resource patterns should be optimized with respect to half-duplex, inband emissions, capacity and multiplexing of different transmission formats. The latter aspect complicates considerably not only the design, but even the centralized and distributed resource allocation algorithms. Therefore we suggest a very cautious approach where flexibility for the sake of flexibility is avoided. 
Based on results in [3] we observed that adapting the transmission format between 190B and 300B packets transmissions provides some (limited) gains at system level, in selected scenarios and we believe that such technique should be studied further. Therefore, we propose the following design guidelines:
Proposals:

· All TBs belonging to a given data resource pattern are transmitted with the same bandwidth and the same number of retransmissions, if any.

· FFS whether it is justified to allow different MCS/TB size across TBs belonging to the same pattern.
· Resource hopping across (re)transmissions should be investigated.
· Within a given data pool it is possible to use patterns with different bandwidtsh and different numbers of retransmissions (across patterns).

· The L1 design should support transmission of multiple patterns by the same UE within a given pool.
When it comes to patterns design, two fundamentally different design approaches are possible:
· Orthogonal patterns within a scheduling period: i.e., if two patterns collide on one of their (re)transmissions within a scheduling period, they collide on all (re)transmissions. This is the design principle adopted for SA in Rel-12.

· Randomized patterns: different patterns collide on subsets of their (re)transmissions. This is the design used for Rel-12 discovery.

In the V2X case we believe that centralized and advanced distributed resource allocation mechanisms are useful to fulfil capacity requirements. Such algorithms aim at orthogonalizing interfering resources by different UEs in proximity for maximized system capacity, therefore orthogonal patterns designs seem as a natural choice. It would also be quite suboptimal to adopt different pattern design principles for SA and data, since joint SA+data detection probability determines the performance and it is desirable to correlate the detection probability for data and associated SAs [4].
Proposal:
· For data resource patterns, an orthogonal patterns design similar to the one used for Rel-12 SA is adopted.
6 Considerations on Retransmissions and Soft Combination
Some final words can be spent on the optimization of the patterns with respect to retransmissions. In Rel-12 D2D a design flow consists of the fact that retransmissions of a given discovery TB (if configured) are contiguous in time at the cost of time diversity gain. Time continuity was assumed in order to limit memory consumption in receivers with soft combination. It was also shown by simulation [5] that retransmissions are actually undesirable from system level perspective unless soft combination is applied by the receiver. Unfortunately, despite indications from RAN1 [6], so far discovery performance requirements have not reflected the assumption of soft-combination in the receiver [7]. In other words RAN1 has optimized the system for a type of receiver that may very well never be implemented, while the RAN1 design choice is suboptimal for the practical receiver assumed by RAN4. We definitely would like to avoid repeating such a situation even for V2X.

Link and System simulations [2][3] show that link performance is limited by channel estimation errors, not by channel coding. Therefore, soft combination (which effectively increases the coding gain) is hardly beneficial in extending the link range when performance is limited by channel estimation errors. On the other hand retransmissions are helpful in reducing blocking probability (only for low load scenarios) and for providing diversity gain over fading realizations. Soft combination is not beneficial against blocking and only marginally beneficial in capturing diversity gain. Therefore, we suggest assuming as baseline that soft combination is not needed for V2X data (re)transmissions. In case companies wish to assume a soft combiner as baseline, such assumption should be first confirmed by RAN4.
Observation:

· Soft combination provides marginal gain over a receiver performing diversity reception of retransmissions.

Proposal:

· Soft-combination should not be assumed as baseline for V2X transmissions over PC5. This is according to RAN4 assumptions for Rel-12 D2D discovery receivers.

· In case RAN1 desires to assume soft-combinations of V2X retransmissions, a LS should be sent to RAN4 before such assumption can be made. 

7 Conclusions

The following is observed and proposed:
Proposals:

· Avoid static partitioning of V2X radio resources into pools as much as possible.
· Data patterns with different transmission periodicity and scheduling BW share the same pool in an efficient way.
· Data pools might be used to differentiate V2V, V2I and V2P data.

· Different SA pools may be defined for periodic and event-triggered traffic.
· At this point we prefer to avoid splitting pools between eNB-controlled resource selection and UE-controlled resource selection. Prioritization of eNB-controlled resources can be handled by the sensing protocol.
Observations:

· Latency requirements defined by SA1 apply to data transmissions

· In case of periodic traffic scheduling latency is decoupled from data latency requirements.

· In case of event-triggered traffic scheduling latency should be included in the latency requirement.

Proposals:

· Improvements are needed to the Rel-12 D2D scheduling protocol at least in terms of latency, flexibility and resource efficiency for traffic tailored for V2X use cases.

· We suggest Alt.1B as baseline for further study.
· Alt.1B consists of split SA pools for periodic and event-triggered traffic and FDM between SA pools and data.
· Alt.2 (inband SA in data transmission) can be considered for further study.
Proposals:

· For SA resource patterns, an orthogonal patterns design similar to the one used for Rel-12 SA is adopted.
· The number of subframes in the pool and the number of retx of each SA could be discussed after more details of the scheduling procedure are stabilized.
· Specify data resource patterns defining time/frequency resources for each TB within a scheduling period.

· All TBs belonging to a given data resource pattern are transmitted with the same bandwidth and the same number of retransmissions, if any.

· FFS whether it is justified to allow different MCS/TB size across TBs belonging to the same pattern.
· Resource hopping across (re)transmissions should be investigated.
· Within a given data pool it is possible to use patterns with different bandwidtsh and different numbers of retransmissions (across patterns).

· The L1 design should support transmission of multiple patterns by the same UE within a given pool.
· For data resource patterns, an orthogonal patterns design similar to the one used for Rel-12 SA is adopted.
Observation:

· Soft combination provides marginal gain over a receiver performing diversity reception of retransmissions.

Proposal:

· Soft-combination should not be assumed as baseline for V2X transmissions over PC5. This is according to RAN4 assumptions for Rel-12 D2D discovery receivers.

· In case RAN1 desires to assume soft-combinations of V2X retransmissions, a LS should be sent to RAN4 before such assumption can be made. 
8 References
[1] R1-155907, Physical Layer Format for V2X over PC5, Ericsson
[2] R1-155908, Link Comparison for Potential V2V L1 Formats, Ericsson
[3] R1-155913, System Level Comparison of Potential PC5 Design Options for V2x, Ericsson
[4] R1-155910, Discussion on V2X Resource Allocation, Ericsson
[5] R1-143984, Resource allocation for Type 1 D2D discovery, Qualcomm
[6] R1-144523, LS on soft-combining of discovery messages within a discovery period, RAN1
[7] R4-153684, WF on single D2D link demodulation performance requirements, Qualcomm Incorporated, LGE, Ericsson, Huawei, HiSilicon, Intel, Samsung

[image: image1][image: image4.png](onjef paltebbLy-jusna)

el patabbLy-juans)
jood ys

SA pool (periodic traffic)

jood eleq

oljje.) patebblyjusns)

“\‘ ey
\ ‘ Jood ejeq

(onjely palebbLy-jusna)
jood vs

Jood ejeq

(onjely palebbly-jusna)
jood ys

SA pool (periodic traffic)

Jood ejeq

(onje.y palebbLy-jusna
jood vS

Periodic traffic scheduling period (e.g. 1s)

triggered traffic

Event:
scheduling period (e.g., 100ms)



[image: image5.png]Jood ejeq

(onjely palebbly-jusna)
jood ys

Jood ejeq

oljje.) patebblyjusns)
jood ys

Jood ejeq
(onjely palebbly-jusna)
jood ys

(o1ye1y o1porsad)
Jood ys

Jood ejeq

(onjely palebbly-jusna)
jood vs

Jood ejeq

(onjely palebbLy-jusna)
jood vs

Jood ejeq

(onjely palebbLyjuane
jood vs

(o1ye1y o1porsad)
Jood ys

Periodic traffic scheduling period (e.g. 1s)

Event

-triggered traffic
scheduling period (e.g., 100ms)



