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In the RAN1#82 meeting, a new fundamental agreement was that the HARQ-ACK codebook size is dynamically determined, i.e., the number of HARQ-ACK bits may vary on a subframe basis. Several solutions have been proposed [1] to assert that the eNodeB and the UE have the same assumption on the number of, and order of, the HARQ-ACK bits, including schemes using signalling in the downlink (cf. [2]), signalling in the uplink or blind detection at the eNodeB. However, any form of downlink or uplink dynamic signalling may result in error cases where the eNodeB and UE will not have the same assumption on either/both the number of HARQ-ACK bits and the order of the HARQ-ACK bits. This may lead to that the number of HARQ-ACK bits which the UE encodes, is different from the number that the eNodeB assumes for decoding. 
In the RAN1#82 meeting, it was further agreed to use an 8-bit CRC for HARQ-ACK transmission (at least for 23 or more HARQ-ACK/SR bits). Ideally, the CRC should not pass for the error cases. In this contribution, we study the impact of the error cases on the decoding performance and discuss CRC scrambling in addition HARQ-ACK codebook size signalling in order to reduce the impact of the error cases.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]CRC scrambling
For an error case, the UE may encode a different number of HARQ-ACK bits than what the eNodeB expects. Generally the eNodeB cannot know which of the HARQ-ACK bits that were missed and there will also be an uncertainty of the order of the HARQ-ACK bits, which prevents the eNodeB from performing blind detection. The potential error cases may differ among the schemes [1]. For downlink signalling schemes, the number of possible HARQ-ACK payload sizes would be much larger than the number of associated bits in the DCI. Hence, there cannot be a one-to-one mapping between the DCI bits and the number of HARQ-ACK bits (e.g., with 2 DCI bits, a counter may be incremented modulo 4). Then, if a number of consecutive DCIs are missed (e.g., 4) or one or several of the last DCIs are missed, the UE may encode a different number of HARQ-ACK bits than what the eNodeB expects. Other observed error cases could be due to the uncertainty for the UE regarding the number of associated HARQ-ACK bits for a missed assignment. Error cases could also occur for the uplink signalling schemes, which may rely on that the HARQ-ACK codebook size is conveyed, e.g., by the UL DMRS or by a bitmap sent from the UE. 
The issue with error cases is that it still could be possible for the eNodeB to successfully decode (i.e., the CRC passes) using a different assumption on the number of HARQ-ACK bits which the UE encoded. However, if there is an error case and the CRC passes, the HARQ-ACK bit error rate is substantial (approaching 50% and is much larger than the requirements on ACK-to-NACK and NACK-to-ACK probabilities). Hence, when there is an error case, it should be assured that the eNodeB cannot (or with small probability) decode the HARQ-ACK bits, i.e., the CRC should fail. In [3], we showed that, when the eNodeB and the UE use the same assumption on the number of encoded bits (i.e., no error case), the probability  where equality is achieved for very low SNRs. Hence, for the aforementioned error cases, we would require that
. 
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Figure 1. Probability of CRC pass on an ideal channel as function of the number of HARQ-ACK bits when the decoder assumes bits more than what was encoded, 8-bit CRC, rate matching to 288 coded bits (left) and 4x288 coded bits (right).
The probability  is plotted in Fig. 1 under the following assumptions:
· The TBCC is deployed.
· The UE encodes  HARQ-ACK bits with 8 CRC bits and rate matches to  coded bits.
· The eNodeB de-rate matches  coded bits and decodes assuming  HARQ-ACK bits and 8 CRC bits.
That is, the UE encodes  bits less than what the eNodeB expects. To isolate the effect of the decoder, the channel is ideal (no noise or fading). Therefore the CRC pass probability will be exactly equal to one when  and should ideally be zero for any non-zero value of .
From the results in Fig. 1, it can be concluded that, even with infinite SINR, the probability of CRC pass is much larger than the CRC false upper bound (i.e.,  and that it becomes larger the lower the code rate (cf. 288 coded bits versus 4x288 coded bits). Fig. 3 in the Appendix further shows the result with rate matching to 2x288 bits. Two observations should be made from this:
· These CRC pass probabilities are not sufficiently low and some further means are needed to avoid the CRC to pass.
· It is impossible for the eNodeB to perform blind detection of the HARQ-ACK codebook size (Opt. 1.1.7 [1]), since the CRC may pass for both a correct and incorrect hypothesis.
 
The probability of a CRC pass for an error case could be reduced by scrambling the CRC with a bit mask being related to the number of HARQ-ACK bits. The CRC scrambling would not be used to convey any information to the eNodeB, which only needs to descramble the CRC with the desired bit mask and there is no need for blind detection. In [3], we showed that the introduction of CRC scrambling only affects the NACK-to-ACK probability slightly (it grows linearly with the number of CRC bit masks) and it is feasible to introduce a reasonably small set of CRC bit masks (the limiting performance is the ACK-to-NACK probability, which is unaffected by CRC bit scrambling). Some form of mapping from HARQ-ACK payload or DAI values to a CRC bit mask would be needed. For example if  CRC bit masks are used, one option is to define a relation between the number of encoded HARQ-ACK bits  (or alternatively,   may be the largest received DAI value) and a bit mask , e.g., by .


[image: ][image: ]
Figure 2. Probability of CRC pass on an ideal channel as function of the number of HARQ-ACK bits when the decoder assumes bits more than what was encoded, 8-bit CRC with CRC scrambling, for rate matching to 288 coded bits (left) and 4x288 coded bits (right).
In Fig. 2, we show results from a repeated simulation but now with CRC scrambling[footnoteRef:1]. It can be seen that this effectively reduces the probability of CRC pass to acceptable levels. [1:  Probabilities of zero are not plotted due to the logarithmic scale.] 

Conclusion
The probability of a CRC pass when the eNodeB decodes a different number of HARQ-ACK bits than what was encoded by the UE (i.e., an error case) is significant and is much larger than the worst CRC false passing probability for a non-error case. Such large probability is not acceptable and CRC scrambling could be used to assure that the CRC does not pass in order to prevent the eNodeB from erroneously detecting the HARQ-ACK bits.  
Proposal: For HARQ-ACK transmission on PUCCH and PUSCH, the CRC is scrambled by a CRC bit mask.
· The CRC bit mask is determined from the HARQ-ACK codebook size.
· FFS: Detailed mapping from HARQ-ACK codebook size to CRC bit mask. 
· FFS: The number of CRC bit masks.
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Figure 3. Probability of CRC pass on an ideal channel as function of the number of HARQ-ACK bits when the decoder assumes bits more than what was encoded, 8-bit CRC, rate matching to 2x288 coded bits, without CRC scrambling  (left) and with CRC scrambling (right), respectively.
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