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A.3
Methodology for link-to-system modelling
A.3.1
Methodology for ML/R-ML modelling

A.3.1.1
Method 1 

The approach to model the BLER performance of an ML/R-ML receiver for a PDSCH over any allocation under an instantaneous channel is a) deriving the mutual information per transmitted bit (MIB) on each RE of the PDSCH, and then b) averaging the MIB over all REs, and finally c) mapping avg(MIB) to a BLER. The received MIB of an ML/R-ML receiver at an RE, denoted as MIBML, is based on a weighting of the bit interleaved coded modulation (BICM) normalized spectral efficiency, given as
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,
where CBICM is the BICM normalized spectral efficiency under of the environments of the target RE, and 0 < β < 1 is a weighting factor. The expression for CBICM and the procedure to obtain  by curve fitting to the actual receiver BLER performance will be given later. After averaging MIBML over multiple REs in the PDSCH, an effective SNR is then obtained as
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where the function f(.) maps one SNR value to the corresponding MIB, and one such function can be pre-derived numerically for QPSK/16QAM/64QAM (for an example, refer to Table 24 of [HW2]) Finally, the BLER of the interested PDSCH is approximated by the BLER of a SISO AWGN channel at SNR = SNReff.
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	Figure A.3.1.1-1. Example scenarios of users pairing in the MUST scheme.


Before presenting detail modelling procedures, we first define the signal model. Consider the users pairing scenario shown in Figure A.3.1.1.1-1 (b). The received signal model of the near-near or the far-user after whitening the noise-plus-intercell-interference is given as
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where G is the Nr-by-2 complex channel matrix of the near-near or far-near with Nr being the number of receive antennas, [p1, p2] is the precoding matrix, P is the eNB transmitted power, starget is the modulated symbol of the MUST scheme, and sother is the transmitted symbol at the other spatial layer, w is the white Gaussian vector with the identity covariance matrix I, and finally [h1, h2]=G[p1, p2]. To suppress the inter-beam interference plus the noise 
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, the MMSE receiver fMMSE is applied to the received signal r. The MMSE receiver output is a scalar channel
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The output SNR of the MMSE receiver can be computed as
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The users pairing scenarios shown in Figures A.1(a) and A.1(c) can also be transformed to a scalar channel and then obtain the MMSE output SNR. For the scenario of Figure A.1(a), we just need to set sother=0 and replace the transmit power P/2 as P. For the scenario of Figure A.1(c), each spatial layer can be processed in the same way as shown above for the scenario in Figure A.1(b).

The BICM normalized spectral efficiency CBICM is given below
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for the near-user and the far-user, respectively, where mnear and mfar are the number of bits carried by a modulated symbol starget for the near-user and far-user, respectively, 
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, M is the set composed by all of the constellation points of the MUST modulation, and both Mnear(i,t) and Mfar(i,t) are subsets of M. For any 
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 and q being the bit sequence corresponding to x, the i-th bit of the near-user bit sequence ai in the sequence q is equal to t. Similarly, for any 
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 and q being the bit sequence corresponding to x, the i-th bit of the far-UE bit sequence bi in the sequence q is equal to t.
The procedures to build the look-up table (LUT) to obtain the weighting coefficient  are described as follows. The following parameters are used to characterize :
1)
The modulation order and coding rate of the signal intended for the target user (e.g., MCS1 has 29 levels)
2)
The modulation order of the co-scheduled signal (i.e., MOD2=QPSK, 16QAM, 64QAM)
3)
The power split factor.
4)
The mapping between constellation points and the bit sequences of the target user.   
Given a MIMO channel realization (time-flat and frequency-flat), link-level simulations are executed first to get (SNR(i), BLER(i)) pairs, i=1,2,…,N, over a range of SNR and BLER for a specific set of parameters 1) ̶ 4). On the other hand, the BICM normalized spectral efficiency CBICM(i) can also be computed for the given SNR(i) and the distribution of constellation points. An optimal  is searched numerically so that
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is minimized over a range of BLER of interest (typically the BLER “water-fall” region). The LUT of the weighting factor  for the linear multiuser superposition transmission scheme is appended in [MTK].
A.3.1.2
Method 2
The link-to-system modelling scheme is described when the R-ML is employed to MUST scheme, which is applied in system-level evaluation. For MUST scheme, unlike Rel-12 NAICS, the situation is different since the transmission power sets between superposed UEs would be restricted, and thus the existing effective exponential SINR mapping (EESM) scheme would be applied. Figure XX shows the EESM scheme for the MUST scheme. For a given transmission power set (p1, p2) and the modulation scheme for the cell-center UE, the other UE’s modulation order will be determined. Therefore, the number of parameters for the MUST would be significantly less than those for Rel-12 NAICS. If the parameter, , is properly adjusted, the EESM is considered to be more accurate since the impact of channel estimation and actual decoding performance can be taken in to account. 

[image: image15]
Figure A.3.1.2-1 – L2S mapping for MUST scheme applying R-ML.
For the validation for above L2S mapping scheme, the link evaluation results are shown in [DCM]. From the results, accurate estimation of the BLER performances for R-ML is confirmed. 

A.3.1.3
Method 3
The BLER performance is determined using conventional mapping table. To account the MUST transmission and R-ML receiver cancellation efficiency the effective SINR is scaled prior to determination of the BLER. The scaling is performed in accordance to the modulation orders (m1, m2) and power offsets (p1,p2) used on the MUST layers. The scaling parameter can be obtained from the link level simulations or mutual information functions calculated for a given modulation and power offset combinations. For example, the scaling parameter can be defined as the SNR difference between the mutual information functions for the ideal and practical ML receivers. The SNR difference between the mutual information curves may be obtained at some reference point close to the maximum value of the mutual information function. The example of the possible scaling parameters derived from the mutual information curves are provided in [INTC].
A.3.1.4
Method 4
This model is applicable for super-position schemes with Gray mapping. The L2S modeling consists of two steps. Firstly, a perfect CW-IC receiver is assumed to calculate the SNR of near UE first. Secondly, in order to model the SNR degradation from CW-IC to the real receiver like R-ML, a module named SNR mapping is introduced. As showed in A.3.1.4-1, this SNR mapping reflects the SNR loss of UE1 caused by interference from UE2. Please note that all grey blocks are conventional and straightforward.


[image: image16.emf]CW-

IC Rx 

model

SNR1

SNRn

… ...

SNR 

mapping

Effective 

SNR

Eff-SNR’

AWGN 

SNR-

BLER 

mapping

BLER

Eff-SNR


Figure A.3.1.4-1 – SNR mapping for near UE.

The link level simulation could be captured to establish the processing procedure of “SNR mapping”, we could achieve the “SNR mapping” for different SNR
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P1:P2 = 0.1:0.9
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Figure A.3.1.4-2 – SNR mapping.
This model has been validated in [HW1].
 A.3.1.5
Method 5
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Figure A.3.1.5-1 – link-to-system model.

This model is applicable for super-position schemes with Gray mapping and uniform super-imposed constellation. System-level simulations with such schemes are performed relying on the L2S model hereinafter specified and shown in A.3.1.5-1[HW2]. The receiver-input SINRs computed in SL simulations are used to compute the SINRs at receiver output (here indicated with SNRn, n=1,…,G) for each Resource Element (RE). Based on these values, the “Bit-level MIB computation” block computes the Mutual Information per Bit (MIB) corresponding to the modulation label bits. In order to perform such computation, the conventional Mean MIB (MMIB) link-to-system abstraction model  is applied. According to this model, the MIB of the m-th label bit of modulation MOD (where MOD is QPSK, 16QAM, 64QAM, etc.) is approximated by 
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and function J(.) is defined as in [HW2]. Moreover, as in [HW2], we will assume K=3. Table 1 shows the values of coefficients used for the computation of MIB.

	MOD
	m=1,2
	m=3,4
	m=5,6

	16QAM
	(0.3, 0.35, 0.3);
(1.5, 2.7, 0.8)
	(1.1, -0.2, 0.3);
(1.1, 2.5, 0.2)
	--

	64QAM
	(0.3, 0.5, 0.2);
(1.0, 2.3, 0.4)
	(-0.2, 0.75, 0.45);
(2.0, 1.2, 0.4)
	(-0.25, 0.5, 0.75);
(1.3, 0.7, 0.4)


Table 1. Coefficients of MIB approximation. Format: (a1, …, aK); (c1, …, cK) 

The MIBs of the bits assigned to the far (resp. near) UE are averaged obtaining the Mean MIB (MMIB) value MMIBN for the near UE as follows:
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where SN(n) is the set of bits allocated to the near user in RE n and 
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 is the near-UE codeword size. Moreover
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Concerning the far UE, MMIBF is computed similarly.

If needed, effective SINR values for the near UE and far UE can be computed using the inverse of function J(.) defined in [HW2] based on MMIBF and MMIBN.

The BLock Error Rate (BLER) at the far UE is computed as [HW2]
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where MCS(F) is the index of the Modulation and Coding Scheme (MCS) employed by the far UE and erfc(·) is the complementary error function. Concerning the near user, BLERN is computed in the same way using MCS(N). Parameters bMCS  and cMCS are specific of the code rate (see Table 2 for few example values).

	MCS
	Information word length [bits]
	Codeword length [bits]
	Code rate
	bMCS
	cMCS

	1
	200
	1008
	0.2
	0.255
	0.036

	2
	400
	1008
	0.4
	0.430
	0.042

	3
	608
	1008
	0.6
	0.645
	0.038


Table 2. Coefficients for BLER computation.

This model has been validated in [HW1].
A.3.2
Methodology for hard CW-IC

In this section, near UE is noted as UE1 while far UE is noted as UE2. CW-IC is assumed here. Since CW-IC may not succeed in detecting the signal of UE2, the cancellation process can be divided into two branches. When the CRC of UE2 signal indicates successful decoding, the interference from UE2 signal can be completely cancelled, and then the BLER of UE1 can be calculated with conventional model like MMSE model. When the CRC of UE2 signal indicates unsuccessful decoding, it is assumed that the interference from UE2 signal can be partially cancelled, and the impacts of UE2 signal on UE1 BLER can be modeled by the modeling of CW-IC in TR 36.866
.  The L2S modeling of hard CW-IC is illustrated in A.3.2-1, which reuses the conventional modeling and the CW-IC modeling of TR 36.866. Please note that all grey blocks are the existing modeling methodologies.
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Figure A.3.2-1 – SNR mapping for hard CW-IC.
A.3.3
Simplified link to system models for CWIC, SLIC, and MMSE-IRC receivers.
This section provides simple link to system models for CWIC and SLIC receivers as well as for MMSE-IRC that model MuST receiver impairments, including channel estimation error.  Such models are at least appropriate for initial evaluations of the potential of MuST.  Depending on the observed MuST gains, more elaborate models could be used.

We focus on reception in the ‘near’ UE.  Models suitable for at least initial analyses for reception for the far UE can be extended from the near UE model in a straightforward manner from the MMSE receiver type.

In these link-to-system models, the aim is to provide a BLock Error Probability (BLEP) for each data layer of interest. We will use existing BLEP models for the LTE Turbo Decoder given a set of input symbol SINRs.

Assume we receive in total N data layers, and assume for notational simplicity that all layers are completely overlapping in terms of used resource elements (if this is not true, then the unused elements for a data stream can be replaced with zeros). The receiver data signal vector per resource element r is
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 is the transmitted signal containing components from the near and/or far UE.  Note that the transmitted power is included in the channel matrix, that is: 
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While it is unlikely to be useful for most MuST near/far power ratio operating ranges, the MMSE receiver can form a basis for CWIC and may be simply extended for use in the far UE, and so we discuss it first.  In the case of no interference cancellation of any stream and when the far UE is coscheduled with the near UE on every spatial layer, the expected SINR for data stream n per resource element r then becomes
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is the covariance of the interference and noise, including EVM.
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is the fraction of power allocated to the ‘near’ UE coscheduled on the spatial layer.

As discussed in [ERC], when the relative power of the near UE to the far UE is near that used in ‘REMA’ schemes, the UE can decode the far UE interference, and therefore the main error effect is after this successful CWIC cancellation is driven by channel estimation error.  Therefore, with the essential caveat that the near UE to far UE power is within the proper operating range, CWIC can be modeled as ideal interference cancellation but with a residual noise component from channel estimation on the reference symbols added.

The corresponding data layer SINR with CWIC applied within a spatial layer after MMSE is then:
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 is the variance of the channel estimation error 
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A very simple way to model SLIC is to assume a constant SINR gap over CWIC reception.  Based on analysis of link level results as discussed in [4], SLIC can be roughly modeled as having 0.7 dB loss above channel estimation error as long as: 
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Where: 
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 is the relative power of the near and far UE if they are co-multiplexed with bit level superposition into a larger constellation (i.e. the ‘REMA’ power share).  

The corresponding data layer SINR with SLIC is then:
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Where the SLIC SINR penalty factor is 
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