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[bookmark: _Ref301342314]Introduction
In the WID for LAA [1], the following has been agreed regarding UL for LAA:
The work item on LAA should only specify support for LAA SCells operating with only DL transmissions. When specifying support for LAA SCells with only DL transmission, the following for the UL should be agreed (but not specified): the principles of UL channel access and the necessary forward compatibility mechanism so that the UL for LAA SCells can be added in future release without modifications to the DL design.
In this contribution we focus on LBT and scheduling design for LAA UL. Several UL LBT schemes were already discussed for LAA [2][3][4] . It was observed that LAA UEs had difficulty in competing with Wi-Fi nodes to access the medium at the scheduled UL subframe. And this observation was made without considering the motion on UL OFDMA operations recently approved by IEEE 802.11ax TG [5]:
An UL MU PPDU (MU-MIMO or OFDMA) is sent as an immediate response (IFS TBD) to a Trigger frame (format TBD) sent by the AP.
That is, this new scheduled Wi-Fi UL mode will allow multiple transmissions to follow the grant with a short delay or without performing any LBT by any of the scheduled Wi-Fi stations. This will make the situation for LAA UL even worse.
To increase the probability of obtaining channel access for LAA UL, results in [3] [4] show that a fast UL LBT can be beneficial. In this contribution, we present further LAA-Wi-Fi coexistence results for different UL LAA LBT schemes with a refined UL grant model. We also discuss how to improve the efficiency of the UL grant transmission for LAA and present coexistence results showing the potential of an improved UL grant transmission for both LAA and coexisting networks.
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LAA DL LBT algorithm
Category 4 LBT algorithm based on LBE LBT with NACK based contention window increase [7][8]
In addition to the main LBT loop, the transmitter also maintains a variable contention window size CW, which is initialized to CWmin = 15. The details of the algorithm are given below.
· Whenever a random backoff counter is needed in the LBT loop,
· If the latest received HARQ feedback is NACK, CW is doubled. 
· The maximum size of the contention window is limited to CWmax = 63. 
· If the latest received HARQ feedback is ACK, CW is reset to CWmin.
· The random number N is drawn from [0, CW].
· The CCA slot duration T1 is reduced to 9 μs to align with Wi-Fi slot duration. 
· The transmitter can occupy the channel for 4 ms following a successful LBT attempt.
The CCA-ED threshold is set to -72 dBm.
LAA UL LBT algorithm
In the following we test three LBT schemes for UL. The first one is similar to the DL LBT scheme, except for a larger range of the contention window. The second one is the same UL LBT with a reduced range for the contention window. The third one is the same UL LBT with a fixed sensing duration.
1. Category 4 LBT algorithm based on LBE LBT with NACK based contention window increase [7]
· Same as in the DL except CWmin = 15 and CWmax =1023
2. Category 4 LBT algorithm based on LBE LBT with NACK based contention window increase [7]
· Same as in the DL except CWmin = 1 and CWmax =3
3. Category 4 LBT algorithm based on LBE LBT
· Same as in the DL except CWmin = 1 and CWmax =1
The CCA-ED threshold is set to -72 dBm.
Wi-Fi – LAA coexistence with different UL LBT schemes
The results presented in Figure 1 provide an overview on the coexistence of LAA with Wi-Fi when LAA uses different Category 4 UL LBT schemes. The grant for each UL LAA subframe is sent 4ms in advance and is subject to the DL LBT scheme described in section 2.2.  At the time where the UL grant is transmitted, if the eNB has DL data in buffer, both UL grant and DL data are multiplexed in the same DL subframe. If there is no DL data in the buffer, we assume that the eNB carries out an ePDCCH based UL grant transmission on 12 PRBs out of 100 and thus uses a Tx power reduced by 9.2dB. 
Twenty users with 50% traffic in DL and 50% traffic in UL are active in both the LAA and Wi-Fi networks. In addition, the Wi-Fi network serves 2 VoIP users. LAA uses the same sensing threshold, -72dBm, irrespective of transmissions from LAA or Wi-Fi nodes.
Figure 1 shows that the DL performance of Wi-Fi and LAA are very close to each other at low to medium load. In Uplink, however, the LAA throughput is very low even at low load. 
Figure 2a shows that the LAA and Wi-Fi networks are able to share the medium so that the offered traffic at low to medium load is served entirely by both parties. That is, fair coexistence between LAA and Wi-Fi is observed at low to medium load. Hence, the low LAA UL throughput at low load is thus not due to a coexistence issue with Wi-Fi but due to another important UL-related LAA design discussed further in the next section. 
From the ratio of served over offered traffic in the uplink depicted in Figure 2, it can be observed that the Wi-Fi network with both DL and UL traffic manages to achieve higher served traffic than the LAA network with both DL and UL traffic when the offered loads to both networks are identical. As the Wi-Fi network attempts to serve more and more UL traffic, the amount of the offered UL traffic that the LAA network is able to serve drops very fast.
The LTE/LAA UL transmission, when being self-scheduled from the eNB, requires two successful LBT procedures to commence transmission: the eNB needs to succeed at sending the UL grant and the scheduled UE needs to succeed in initiating UL transmissions. The issue of limited served UL traffic by LAA is particularly present when LAA UL is using large contention window as in the baseline Cat 4 settings. In the Wi-Fi network, all UEs with non-empty UL buffer contend for access to the medium. In contrast, in the LAA network, only the few LAA UEs that are scheduled at a given time attempt to access the medium. The large LAA contention window thus gives a lot of opportunities for Wi-Fi devices to access the medium. Consequently, the LAA UEs are more likely to sense the medium busy at the scheduled UL transmission time. They are thus often unable to carry out the scheduled UL transmissions. Figure 2b shows that, in case of baseline cat 4 settings for the UL, around 75% of the scheduled UL transmissions must be aborted by UEs due to unsuccessful UL LBT at high load. This is a strong limiting factor of the uplink LAA throughput and uplink LAA served traffic at high load. 
If the UL LBT settings are changed to allow a faster UL LBT such as the short cat4 UL LBT or the fixed cat 4 UL LBT scheme described in section 2.2, Figure 1 shows that the LAA throughput in both UL and DL is substantially improved especially at high load. Figure 2b confirms that faster UL LBT schemes yield a large reduction in the ratio of cancelled UL LAA transmissions. Faster UL LBT schemes enable to serve more of the offered traffic and push further the maximum traffic served by LAA. In fact, the Wi-Fi network also benefits from the better LAA performance as visible in Figure 1. The shorter the LAA UL contention window, the better the LAA and Wi-Fi performances.

Observations:
· The LTE/LAA UL transmission, when being self-scheduled from the eNB, requires two successful LBT procedures to commence transmission: the eNB needs to succeed at sending the UL grant and the scheduled UE needs to succeed in initiating UL transmissions. 
· DL performance of Wi-Fi and LAA are very close to each other at low to medium load. In Uplink, however, the LAA throughput is very low even at low load.
· Large contention window for LAA UL results in a high ratio of scheduled UL transmissions that cannot be performed at higher load due to unsuccessful UL LBT. 
· A faster Category 4 UL LBT for LAA, with a very small maximum contention window size, increases the UL LBT success rate and reduces the gap in the amount of traffic served by the Wi-Fi and LAA networks in the uplink.
· A DL+UL LAA network operating Category 4 DL LBT and shorter Category 4 UL LBT algorithms can coexist with a Wi-Fi network. 
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(a) DL user throughputs				(b) UL user throughputs

[bookmark: _Ref416444725]Figure 1:  Mean user throughputs of the indoor test scenario with FTP traffic in DL on the left and UL on the right. Each network has 4 eNBs/APs and 20 UEs. Operator B has also 2 VoIP UEs. Both operator A and B networks have 50% DL and 50% UL traffic. For LAA, licensed band PCell is not used for DL traffic in this test.
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(a) Served over offered UL traffic		   (b) Ratio of cancelled UL LAA transmissions

[bookmark: _Ref427060568]Figure 2:  Uplink statistics: (a) ratio of served traffic in uplink over the offered traffic in uplink, (b) ratio of cancelled UL LAA transmissions due to unsuccessful UL LBT

[bookmark: _Ref414616423]Improving UL grant transmission for UL LAA
In this section we analyze and discuss further improvements to the LAA UL throughput at lower loads.
As seen in Figure 1, the faster UL LBT schemes tested in section 3 have a positive impact on the UL throughput at high load, but not at low load. The main limiting factor at low load is not the UL LBT scheme itself (since only few users are active at the same time), but rather the UL grant transmission method. In section 3, it was assumed that each UL subframe is scheduled by a dedicated grant sent 4 ms earlier. This is the legacy UL grant transmission method and its main drawback is a high signaling overhead at low load.


[bookmark: _Ref427141843]Figure 3:  High overhead with legacy fixed n+4 UL grant delay
At high load, it is likely that a cell has DL traffic while one of its served UE has UL traffic. The UL grant can thus often be multiplexed with DL data in the same DL subframe. The signaling overhead due to the legacy UL grant transmission in that case is limited.
At low load, the probability to have DL and UL traffic simultaneously in the same cell is low. Most of the time DL transmissions containing UL grant only are performed to schedule UL subframes. A dedicated grant transmission for each scheduled UL subframe thus means 100% signaling overhead. This high signaling overhead has two negative consequences.
1. The number of schedulable subframes for UL LAA is divided by two at low load. Instead of using all subframes for UL data, half of them must carry the UL grants as shown in Figure 3. This explains the low UL throughput observed in Figure 1 at low load.
2. Non-negligible additional inter-cell interference is created at low load. With the legacy grant transmission, inter-cell interference is caused during the 1ms grant transmission in addition to the 1ms UL data transmission.
The drawbacks of the legacy UL grant transmission reduce the potential of UL LAA significantly but can be addressed with simple improvements, such as:
· Scheduling multiple UL subframes from a single DL subframe,
· Reducing the minimum delay between the UL grant reception and the UL subframe
Multiplexed UL grants
Scheduling multiple UL subframes from a single DL subframe enables to reduce the signaling overhead for UL LAA and the interference caused to neighboring cells. Consider a low load situation with only UL traffic at a given time, if it is possible to schedule 4 UL subframes in a DL subframe, the overhead of the grant transmission is reduced to 25% which is much better than with the legacy grant transmission. 
Several different solutions to scheduling multiple UL subframes in the same DL subframe have been used or discussed:
· TDD configuration 0 with 3 UL subframes for 2 DL subframes already supports scheduling multiple UL subframes from a single DL subframe. It is possible to extend such framework to allow more addressable UL subframes from a single DL subframe.
· In the study item on low latency, improvements to the Semi-Persistent Scheduling (SPS) framework are discussed. One improvement could be a reduced periodicity of the SPS subframes to 1ms. In that case, a SPS grant would allow UL transmission in consecutive subframes. Further improvement to SPS is the removal of the currently mandatory padding transmissions [9].
If the number of scheduled UL subframes with a DL subframe is further increased, e.g. to 12, the signaling overhead can be further reduced, e.g. to 8.33%, and the LAA UL performance further improved. However, the optimal number of scheduled UL subframes with the same DL subframe depends on many factors, such as traffic type, traffic load and UE buffer size. Therefore, the eNB should have the freedom to configure how many UL subframes are scheduled with the same DL subframe.
Reduced UL grant delay 
To further improve the UL LAA performance, the legacy fixed UL grant delay of 4ms should be further reduced.
Consider a low load situation with only UL traffic at a given time, if UL grants multiplexing alone is applied without further optimization, one can end up with the situation depicted in Figure 4. The signaling overhead of the UL grant transmission is reduced, but instead of using previous UL grant subframes for UL data transmission, they are simply kept empty. Thus, the UL LAA throughput remains limited.
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[bookmark: _Ref427060691]Figure 4:  Unused subframes at low load due to uplink grant delay
eNB scheduler will need to work hard to optimize the UL grant transmission given a minimum grant delay such as to avoid as much as possible the situation depicted in Figure 4. But this situation will occur each time the multiplexed UL grants transmission cannot occur in the planned subframe due to LBT failure. The most natural and straight-forward method to solve the issue in Figure 4 is to allow smaller grant delay for UL LAA. 
Wi-Fi – LAA coexistence results with different UL grant transmission schemes
The results presented in Figure 5 and Figure 6 provide an overview on the coexistence of LAA with Wi-Fi when LAA uses the fixed cat 4 UL LBT scheme and different UL grant transmission methods:
· Legacy grant transmission as illustrated in Figure 3, denoted by legG
· Multiplexed grants transmission for 4 UL subframes, denoted by MG4, with a flexible set of 4 UL subframes to avoid the situation in Figure 4 as much as possible
· Multiplexed grants transmission for 4 UL subframes and reduced grant delay to 1ms, denoted by MG1ms.
The scheduled UL UE follows UL LBT option 3 with CCA-ED threshold at -72 dBm as described in Section 2.
Figure 5 illustrates the potential of multiplexing the UL grants for 4 UL subframes in the same DL subframe. A substantial improvement in the UL LAA throughput is visible with MG4 in Figure 5 compared to the legacy grant transmission due to the reduced signaling overhead. The Wi-Fi performance also improves in both UL and DL due to the reduced inter-cell interference. Scheduling multiple UL LAA subframes in a single DL LAA subframe is thus beneficial for both networks.
When the UL grant delay is further reduced to 1ms, the UL LAA performance is further improved, especially at low load, due to better utilization of all subframes.
From a coexistence perspective, the non-replaced Wi-Fi operator experiences a much better performance in both UL and DL when its neighbor is a LAA operator with improved UL grant mechanisms. The replaced operator experiences similar improvement at medium to high load. The only small performance drop in UL at low load can be controlled by reducing the UL grant delay. Overall, the replaced operator benefits from a much larger achievable served traffic with LAA and much better performance at medium to high load. 
Figure 6 shows the VoIP outage of the non-replaced Wi-Fi operator in both DL and UL. It can be observed that the VoIP outage reduces when the neighboring network is using LAA instead of Wi-Fi. The reduction is more pronounced when the UL grant transmission is optimized, i.e. with the grant multiplexing or a reduced UL grant delay. Overall, fair coexistence can be achieved between the LAA and WiFi networks for all UL grant transmission methods.
Observations:
· Legacy fixed UL grant delay of 4ms induces higher overhead, restriction and interference for LAA UL operations. At low load, UL throughput is limited to half of the link.
· Scheduling multiple UL LAA subframes from one DL subframe is beneficial for LAA and coexisting networks due to reduced signaling and interference overhead. Allowing more addressable UL subframes from a DL subframe enables better scheduling flexibility and higher UL performance.
· Reducing the UL grant delay is an efficient way to improve the UL LAA performance at low load.
· The performance of a Wi-Fi network coexisting with a DL+UL LAA network operating Category 4 DL LBT and shorter Category 4 UL LBT with optimized UL grant transmission is better than the performance of a Wi-Fi network coexisting with another Wi-Fi network.
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(b) DL user throughputs				(b) UL user throughputs

[bookmark: _Ref427060789]Figure 5:  Mean user throughputs of the indoor test scenario with FTP traffic in DL on the left and UL on the right. Each network has 4 eNBs/APs and 20 UEs. Operator B has also 2 VoIP UEs. Both operator A and B networks have 50% DL and 50% UL traffic. For LAA, licensed band PCell is not used for DL traffic in this test.
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(a) DL VoIP outage ratio	      	             (b) UL VoIP outage ratio

[bookmark: _Ref427062745]Figure 6:  VoIP outage ratio in DL and UL for different UL grant transmission methods

Conclusions
In this contribution, we have studied coexistence between Wi-Fi and LAA when both networks have DL and UL traffic. 
Several UL LBT schemes for LAA and several UL grant transmission methods have been covered in the evaluation. The following observations were made.
Observations for UL LBT designs:
· The LTE/LAA UL transmission, when being self-scheduled from the eNB, requires two successful LBT procedures to commence transmission: the eNB needs to succeed at sending the UL grant and the scheduled UE needs to succeed in initiating UL transmissions. 
· DL performance of Wi-Fi and LAA are very close to each other at low to medium load. In Uplink, however, the LAA throughput is very low even at low load.
· Large contention window for LAA UL results in a high ratio of scheduled UL transmissions that cannot be performed at high load due to unsuccessful UL LBT. 
· A faster Category 4 UL LBT for LAA, with a very small maximum contention window size, increases the UL LBT success rate and reduces the gap in the amount of traffic served by the Wi-Fi and LAA networks in the uplink.
· A DL+UL LAA network operating Category 4 DL LBT and shorter Category 4 UL LBT algorithms can coexist with a Wi-Fi network. 
Observations for UL grant designs:
· Legacy fixed UL grant delay of 4ms induces higher overhead, restriction and interference for LAA UL operations. At low load, UL throughput is limited to half of the link.
· Scheduling multiple UL LAA subframes from one DL subframe is beneficial for LAA and coexisting networks due to reduced signaling and interference overhead. Allowing more addressable UL subframes from a DL subframe enables better scheduling flexibility and higher UL performance.
· Reducing the UL grant delay is an efficient way to improve the UL LAA performance at low load.
· The performance of a Wi-Fi network coexisting with a DL+UL LAA network operating Category 4 DL LBT and shorter Category 4 UL LBT with optimized UL grant transmission is better than the performance of a Wi-Fi network coexisting with another Wi-Fi network.
Based on the investigation, we propose the following.
Proposals:
· A fast Category 4 LBT scheme, with a very small maximum contention window size, is supported for LAA UL.
· A flexible framework to enable the scheduling of multiple UL subframes from one DL subframe is defined for LAA.
· A reduced UL grant delay is supported for LAA
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Annex A: Coexistence Evaluation Assumptions
The simulation assumptions are based on the agreed coexistence assumptions in [8]. However our preferences on the assumptions that remained optional or need clarifications when results are presented are provided below. In all the indoor coexistence evaluations, the transmit power of the base station in the unlicensed band is assumed to be 18 dBm. Moreover, FTP model 3 is used for generating FTP traffic.
[bookmark: _Ref414616232]Table 1: Additional Wi-Fi system evaluation assumptions
	Parameter
	Value

	MCS
	802.11ac MCS table with 256 QAM 

	Antenna configuration		
	Open loop 2x2 MIMO 
QPSK/16QAM/64QAM/256QAM

	Channel coding
	LDPC

	Frame aggregation
	A-MPDU

	MPDU size
	1500B MSDU + 14 B header

	Max PPDU duration
	Baseline:< 4 ms 
(Asynchronous to LTE timing)

	MAC
	Coordination
	EDCA

	
	SIFS, DIFS
	SIFS, DIFS

	
	Detection
	Energy detection & preamble detection

	
	RTS/CTS
	No

	
	Contention window
	Per EDCA

	CCA-CS
	-82dBm and preamble decoding
(Note preamble occupies the 20MHz system bandwidth with rate 1/2 coding and BPSK modulation)

	CCA-ED 
	-62dBm

	ACK Modelled (successful reception, resources utilized)
	Yes

	DL/UL Duplexing
	For the DL-only LAA coexistence evaluations:
· DL traffic only for the replaced Wi-Fi network
· DL and UL for the non-replaced Wi-Fi network 

	Rate control
	Same as used in LAA

	OFDM symbol length
	4 micro second

	AP contention window
	CWmin=15, CWmax=63

	UE contention window
	CWmin=15, CWmax=1023



[bookmark: _Ref414616236]Table 2: Additional LAA system evaluations assumptions
	Parameters
	Value

	PCI planning for each NW
	Planned 

	Antenna configuration	
	2Tx2Rx, Cross-polarized. 

	Transmission schemes
	Open loop 2x2 MIMO based on TM10, QPSK/16QAM/64QAM/256QAM

	Turbo code block interleaving depth
	Per LTE specs (1-14 LTE OFDM symbols dependent on MCS and PRB allocation)

	Scheduling
	Proportional fair

	Link adaptation
	Realistic

	CCA-ED
	-72 dBm

	Cyclic Prefix
	Normal

	eNB contention window
	CWmin=15, CWmax=63

	Scheduled UE contention window
	Three tested options per Section 2

	eNB output power for EPDCCH only subframe
	9 dBm
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