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1. Introduction
The reference receiver type(s) assumed for MuST will strongly drive how MuST could be supported in LTE.  CWIC and SLIC receivers have substantially different tradeoffs in terms of signaling overhead, UE complexity, and potentially scheduler restriction.  Therefore it is essential to understand their relative performance when used with MuST.

This contribution examines MuST link level performance with ideal IC, CWIC, and SLIC receivers.  Gray coded superposed interference (‘SOMA’) is simulated under various MCS states, near/far power ratios, and with different mixtures of rank 1 and rank 2 transmission. The results lead to observations and recommendations for simple impairment models for CWIC and SLIC (whose implementation details are in [1]).

2. Reference Receivers and Near/Far Power Share
The superposition transmission to the near UE is evaluated with three different receiver types in this contribution:
1. Ideal IC: This is simulated where only the near UE data stream is transmitted, at a relative power level of 
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 compared to the CRS power. The receiver is implicitly assumed to perform interference ideal interference cancellation. 

2. SOMA CWIC: Near and far UEs are modulated and superposed using the same precoder. The near UE modulation is Gray coded to improve the distance properties between the superposed layers.  For a certain near-far power ratio, the constellation of the superposed layers becomes exactly the same as for the bit wise combined data stream with high quality bits for the far UE and low quality bits for the near UE (and increased modulation e.g. 16QAM+QPSK=64QAM), a.k.a ‘REMA’.

CWIC means that the far UE data is demodulated and decoded before being reconstructed and cancelled. The channel estimation error will introduce some cancellation error. This error is typically relatively small since the channel is the same for both UEs and we assume they share the same reference signals; thus no reference signal contamination or other issues. What does cause bigger errors here is the TX and RX EVM at higher SNR, where reference signal quality, and therefore channel estimation quality, is limited by the EVM noise. 

3. SOMA SLIC: This is SOMA but instead of decoding the far UE data, the near UE makes a symbol wise hard demodulation decision for the far UE symbols, and cancels them. For the REMA power levels, this is exactly the same receiver behavior as demodulating the combined constellation and using only the near UE bits.

A MUST scheduler has two conditions which need to be fulfilled:

· The far UE data must be decodable by the far UE

· The near UE data must be decodable by the near UE

Since the near UE SINR is better than the far UE SINR, the first condition also implies that the far UE data is usually decodable by the near UE.

The freedom to split the available TX power to the far and near UEs arbitrarily is an important aspect of MuST. However, since the channel over which the near and far UE data streams are transmitted is exactly the same (since superposed layers use the same precoder), the constellations will always be received in phase and at the same relative power in every symbol. Therefore, giving the near UE a larger power share than a certain level is not a good idea; the far UE demodulation will consistently fail for certain constellation points even in noise-free environments. The scheduler will have to select a power share which allows both UEs to decode the PDSCH.

Given these considerations, a reasonable region for the near UE power share is within some range of the effective near UE power share created by the bitwise combined constellation in REMA; i.e. where all constellation points are regularly spaced.  Therefore, we study MuST performance within roughly +/- 3dB of the REMA power share.

3. Basic Observations and Modeling of CWIC and SLIC Behavior 
We first consider the most basic superposition combination, where the near and far UEs are both rank 1 and rate 1/3 QPSK (MCS5).  This example allows some insight on the behavior of the SLIC and CWIC receivers relative to each other and to ideal IC as the power share varies.  Results are given in Figure 1 below for 
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= {0.1, 0.2, 0.4}.  Note that 0.2 corresponds to the ‘REMA’ power share in this case.
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Figure 1: Ideal IC, SOMA CWIC, and SOMA SLIC Performance vs. Power Share

Considering power shares of 0.1 and 0.2, we see at 90% throughput that there is a modest few tenths dB loss for SLIC vs. CWIC for the 0.2 case, and that this loss is somewhat smaller in the 0.1 case.   However, the loss of CWIC over ideal IC is relatively constant over the two power share, and in fact is larger than the SLIC vs. CWIC loss in the 0.1 case.  Since the larger far UE power share allows better symbol level estimation of the interfering MuST layer, the improvement with decreasing near UE power is predictable.  The relatively constant gap between CWIC and ideal IC can also be understood, since at these power shares the interfering codeword can be reliably decoded.  When the UE cancels the interfering codeword, the residual channel estimation error degrades the canceled SINR.  Since the channel estimation SINR does not vary with the power share (because a common precoder is used), then the residual cancellation error from CWIC is essentially constant with power share.
The power share of 0.4 has significantly different behavior.  Here we see that CWIC actually performs poorly: on the order of 2 dB worse than ideal IC, and somewhat worse than symbol level IC.  This is because the far UE SINR is low enough such that it is frequently not decodable, and since when there is a block error in decoding the interferer, the symbol error rate is very high, and attempting to cancel the interferer degrades the post-cancellation SINR.  On the other hand, a reasonable number of symbol errors will not corrupt an entire transport block in a SLIC receiver, and so we see roughly 0.5 dB better performance of SLIC over CWIC in this power share.
Observations:

· For near/far power ratios not too far from ‘REMA’ power share (𝑝_𝑛𝑒𝑎𝑟=0.2) SLIC has a modest loss from CWIC

· When the near power is too large, the far UE is undecodable, and CWIC fails rapidly

· Near UE throughput can continue to grow above REMA power share

· Reasonable throughput expected near REMA power share, but exact power ratios are FFS

Given these results, there appear to be two components that drive error in interference cancellation receivers within the power share operating range likely for MuST: channel estimation error and symbol cancellation error.  Within the operating range, we observe that CWIC decoding of the far UE is effectively error free, and so channel estimation error is sufficient to model CWIC.  Symbol level interference cancellation receivers are also affected by chanel estimation error in the same way, but their symbol level estimates are not effectively error free within the operating range, and so will have some additional loss above that due to channel estimation error.
Channel estimation error power can be approximated by scaling the received SINR of a reference signal by a factor approximating the processing gain of the channel estimator.  This can be given as: 
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 is the variance of the channel estimation error 
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 (including EVM as well as interference and noise), 
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is the number of receive antennas, and 
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is the channel estimation processing gain.  A value of 
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is a reasonable value for a practical channel estimator in channels with reasonable amounts of delay spread.  
This leads us to construct a simple model for CWIC and SLIC reception, where CWIC is modeled with a penalty due to channel estimation error, and SLIC is modeled with a penalty for channel estimation error plus a penalty for symbol level cancellation error.
Proposal:

· Model CWIC reception as ideal interference cancellation with a penalty due to channel estimation error.
· Channel estimation error is determined from reference signal SINR scaled down by a fixed processing gain
· Model SLIC reception as ideal interference cancellation with a channel estimation error penalty and a symbol level cancellation penalty
· The model applies in an operating range near REMA power shares

· 
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 is the REMA power share.
· Exact operating range can be further discussed

· Implementation details of the model are in [1].
4. SLIC and CWIC Behavior Over MCS and Rank

The  basic models for CWIC and SLIC from the previous section can be validated considering the performance of CWIC and SLIC in different operating conditions.  Two metrics are shown in the following figures: gap to ideal IC, and relative near/far power to REMA.  The gap to ideal IC is calculated as the increased SINR for CWIC or SLIC above that caused by channel estimation error, where channel estimaiton error is approximated as described in the previous section.  The relative near/far power to REMA is 
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 is the REMA power share ratio.  The near and far UE power shares for REMA are defined assuming they share a 64 or 256 QAM constellation, and the far UE occupies the outer constellation points.  The gap to ideal IC is plotted on the left axis and corresponds to the vertical bars.  The relative power to REMA is shown with a diamond for each MCS combination, and corresponds to the right axis.  Also the relative power is in linear scale (that is, a relative power of 1 is the REMA power).  The MCS state combinations are labeled with the near UE MCS listed first, followed by the far UE MCS, and and finally with the far UE power share (‘p_f’).  The far UE power share values for REMA are 0.8, 0.762, 0.952, and 0.941 (i.e., these points correspond to a relative power of 1).
Figure 2 shows the results when both the near and far UEs are served with rank 1.  We observe that CWIC continues to have modest or no loss above that due to channel estimation as long as the relative power share ratio is less than 2x REMA power share ratio.  Within this range, CWIC losses tend to be higher as the modulation order of the far UEs  increases.  SLIC losses also continue to be larger than CWIC, and the trend for higher errors at higher modulation orders of the far UE is more pronounced than for CWIC.   It is worth noting that the loss for SLIC or CWIC is not necessarily the lowest at the REMA power shares.  Considering this and that the far UE throughput needs to be jointly simulated with the near UE, system level study is needed to determine the merit of different power share values.
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Figure 2: Ideal IC, SOMA CWIC, and SOMA SLIC Performance vs. Power Share

Figure 3 shows the results when the near UE is served with rank 2 and the far UE is served with rank 1.  Note that fewer results are given: the near 16QAM + far 16QAM combinations perform poorly with rank 2 (being limited by EVM) and are not shown.  Here we observe for QPSK+QPSK combinations a somewhat larger gap to ideal IC for SLIC than in the rank 1 + rank 1 case above.  We expect one reason that these losses do not become near zero roughly around the REMA power shares is that Gray coding only works within a spatial layer, and so the non-superposed layer of the near UE does not benefit from Gray coding.   On the other hand, CWIC performance is somewhat better; we suspect this is because there are now two layers benefiting from CWIC, allowing greater CWIC gain.  Overall, considering MCSs with REMA power shares less than 2x, SLIC performance is somewhat worse than in the rank 1 case, whereas the CWIC gap to ideal IC above channel estimation is still generally neglible.
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Figure 3: Ideal IC, SOMA CWIC, and SOMA SLIC Performance vs. Power Share

Considering the results above, and focusing more on the rank 2 results given the higher likelihood of the near UE being rank 2, it seems that a SLIC symbol level estimation error of 0.7 dB is a reasonable fit.

Observations:
· SLIC and CWIC losses are not necessarily minimized at REMA power shares

· System level study is needed to determine the merit of different power share values
· For power shares < 2x REMA with near,far UE with rank1,rank1 or rank2,rank1:

· CWIC has small or no loss above that due to channel estimation error

· SLIC losses tend to increase with the modulation order of the far UE

· SLIC can be roughly modeled as having 0.7 dB loss above channel estimation error

· 16QAM + 16QAM combinations perform poorly for rank 2 + rank 1
Proposal:

· Model SLIC loss above ideal IC as a symbol level cancellation penalty of 0.7 dB loss + the loss from channel estimation error
5. Conclusion
This contribution examined MuST link level performance with Ideal IC, CWIC, and SLIC receivers.  Gray coded superposed interference was simulated with rank 1 and a mix of rank 2 and rank 1 transmission.  The results lead to the following observations and recommendations for an impairment model for CWIC and SLIC:

Observations:

· For near/far power ratios not too far from ‘REMA’ power share SLIC has a modest loss from CWIC

· When ‘near’ power is too large, ‘far’ UE is undecodable, and CWIC fails rapidly

· Near UE throughput can continue to grow above ‘REMA’ power share

· Reasonable throughput expected near REMA power share, but exact power ratios are FFS

· System level study is needed to determine the merit of different power share values.

Proposal:

· Model CWIC reception as ideal interference cancellation with a penalty due to channel estimation error.

· Channel estimation error is determined from reference signal SINR scaled down by a fixed processing gain

· Model SLIC reception as ideal interference cancellation with a channel estimation error penalty and a symbol level cancellation penalty

· The symbol level cancellation penalty is fixed at 0.7 dB

· The model applies in an operating range near REMA power shares

· 
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· Exact operating range can be further discussed

· Implementation details of the model are in [1].

6. References

[1] R1-154543, “MuST Link to System Mapping for MMSE, SLIC, and CWIC”, Ericsson, 3GPP TSG RAN WG1 Meeting #82, Beijing, China, 24th - 28th August 2015
Appendix: Simulation parameters
	Parameter
	Value

	Channel
	EVA-30kph

	System bandwidth
	10 MHz

	Antenna configuration
	2x2, low correlation

	Channel Estimation
	Practical channel estimation in all simulations

	Number of control OFDM symbols
	2

	HARQ modelling
	Maximum 4 HARQ retransmissions

	Transmission mode 
	TM4

	Resource allocation 
	50 PRB

	RI
	1 or 2

	Modulation and code rates
	MCS 5: QPSK, Rate 1/3
MCS 14: QAM16, Rate ½

	(Tx, Rx) EVM
	(8%, 4%)
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