3GPP TSG-RAN WG1 Meeting #82
R1-154481
Beijing, China, 24th - 28th August 2015
Agenda item:

7.2.3.3
Source:
Nokia Networks
Title:
On support of different priorities and preemption
Document for:

Discussion and Decision
1. Introduction
In RAN1#81 the following observation was made regarding priority handling for D2D communications [1]:
For RAN1#82, companies are encouraged to identify the requirements for preemption, and if these have impact on RAN1, possible solutions. 

Moreover, SA2 sent an LS to RAN1 [2] where it describes the agreements reached in SA2 on priority handling for D2D communications. Since priority handling and preemption are closely related, in this contribution we analyze the impacts of SA2’s decision on air interface and the consequences on preemption handling from physical layer point of view.
2. Priority handling  
In [3, 4] the priority handling mechanisms envisioned by SA2 are described, and the first aspect to be highlighted is that SA2 has decided on a per-packet priority (PPP) scheme instead of group priorities, as originally stated in eD2D WID [5]. From physical layer point of view there is no significant difference between the two approaches as groups are not uniquely identified in physical layer, and in any case it would be possible to have transmissions with same Group Destination ID in SCI Format 0 and different priorities. 

SA2 makes a distinction between intra-UE and inter-UE priority handling. It is our understanding that intra-UE priority handling is outside RAN1 scope, and it is rather in scope of RAN2 to define mechanisms for intra-UE priority handling. Hence, in this contribution we discuss only aspects related to inter-UE priority handling. For Mode 1 operation, inter-UE priority handling can be guaranteed by eNB as long as the information on PPP is available for the eNB when doing the scheduling of transmissions by different UEs. Details on how eNB obtains such information are left for RAN2 to decide. 
Observation 1: Intra-UE priority handling is not in RAN1 scope.

Observation 2: For Mode 1 operation, inter-UE priority handling can be guaranteed by eNB as long as information on PPP is available for the eNB when doing the scheduling of transmissions by different UEs.

However, for Mode 2 there is no mechanism to support inter-UE priority handling, especially taking into account the requirements in [4] (emphasis ours):
Priority queues (both intra-UE and inter-UE) are expected to be served in strict priority order i.e. UE or eNB serves all packets associated with ProSe Per-Packet Priority N before serving packets associated with priority N+1 (lower number meaning higher priority).

In current specifications, for Mode 2, the UEs decide on transmission resources themselves without any information on whether or not there are other UEs transmitting at the same time. This fully distributed mechanism cannot support the requirements from SA2 stated above, especially if there is only a single Mode 2 SA+Data pool. In Rel-12, RAN1 decided in RAN1#78 on supporting up to 4 Mode 2 SA+Data pools [6]: 

Agreement:

· From the UE perspective, at any given time instant, up to 4 mode 2 SA transmission pools can be available for selection at L1 

· From the UE perspective, at any given time instant, up to 4 mode 2 data transmission pools can be available for selection at L1 

· Note that there is a 1:1 association between an SA pool and a data pool, which is (pre-)configured for the receiver. 

· The UE shall not expect to be (pre-)configured with SA pools which overlap. 

However, in the final Rel-12 specifications RAN2 restricted the number of pools, as the priority requirements were not clear yet, and the overall criteria to the use of different pools was not clear either. Given the recent decisions in SA2 and the fact that priority handling is part of Rel-13 D2D WI, it is reasonable to assume multiple Mode 2 SA+Data pools could be discussed again in Rel-13. 

In case multiple Mode 2 SA+Data pools are available it is possible to associate different priority levels to different pools, which allows a distribution of the number of UEs that are accessing each pool. For example, assuming 4 different pools with equal amount of resources available for each pool, UEs transmitting packets with lowest priority level(s) would be restricted to using a single pool, while UEs transmitting packets of different priority levels would be allowed use of more pools. Ultimately, UEs transmitting packets of highest priority level would be allowed usage of any of the available pools for transmission. With such mechanism the priority would be implemented in physical layer by means of reduced collision probability in air interface for higher priority packets. 
It should be noted that while RAN1 earlier agreed on a maximum of 4 Mode 2 SA+Data pools, SA2 defined 8 priority levels for PPP for D2D communications. It is not clear if there is a need to distinguish the 8 priority levels in case of Mode 2 transmissions, since in this particular case the whole concept of priority queues to serve packets from different UEs is not truly applicable, even in case of a one-to-one mapping between priority levels and pools.

Hence, we make the following additional observations and proposals:
Observation 3: In case multiple Mode 2 SA+Data pools are available, it is possible to associate different priority levels to different pools, in which case packets with different priorities can have different collision probabilities associated with them. 

Observation 4: In any case, in Mode 2 it is not possible to guarantee an exact ordering of transmissions from different UEs according to their associated priorities.

Proposal 1: Indicate to SA2 that it is not possible to serve different UEs in strict priority order using Mode 2, as currently required by SA2. This applies to all out-of-coverage communications as well as in-coverage communications using Mode 2. 
3. 
Preemption requirements and physical layer impacts
In TS 22.179 which defines Stage 1 requirements for MCPTT [7], preemption is defined as follows:

Pre-emption: The act of terminating on-going calls in order to free up resources for a higher priority call request.

From the definition above, the main requirement to support preemption in air interface are that UEs that are transmitting data are also able to listen to transmissions from other UEs. Given the half-duplex nature of D2D communications, it is not obvious how this can be guaranteed in all cases. Naturally, it is also required that the receiving UE is able to determine at higher layers the exact priority of the received packet, so that it can determine if this is a preemption event and then act accordingly. However, this is clearly not in RAN1 scope, so in the remainder of this contribution we only consider the aspect of how a UE transmitting data is able to listen to transmissions from other UEs.
Once more the issue is only relevant for Mode 2 operation, as in Mode 1 the eNB is assumed to be able to differentiate the priority of the different transmissions and thus avoid time-domain conflicts for UEs that are transmitting data to the same group but with different priorities. In other words, in case UE A ad UE B are requesting transmissions for the same group, where UE B’s transmission has higher priority, the eNB should be able to schedule transmission of UE B before UE A can be served, or at least ensure that the subframes used for SA and data transmissions by UE A and UE B are non-overlapping, so that they can listen to each other.

In Mode 2 there is no mechanism to ensure delivery of higher priority messages over low priority ones, as discussed before, and hence further consideration is needed on how to implement preemption. Similarly to the discussion in Section 2, in case more than one Mode 2 SA+Data pool is available, the preemption problems can be solved naturally. A UE transmitting in one Mode 2 SA+Data pool is always able to listen to transmissions in another SA+Data pool, as long as those pools are non-overlapping in time domain. It should be noted that the same is valid in case a UE is transmitting using a Mode 2 SA+data pool but is also able to listen to Mode 1 transmissions. 
In case only a single Mode 2 SA+data pool is available and no Mode 1 transmissions are possible, then resolution of preemption is not guaranteed, though UEs might be able to listen to other transmissions opportunistically in case they are not fully overlapping in time domain with their own transmissions. In this case, in order to guarantee preemption some sort of coordination would be required over the resources used by UEs transmitting regular data and UEs that are doing preemption. However, this can be a complex task, as preemption can happen between any two levels of priority out of the 8 levels specified by SA2. 

Hence, we make the following observations and proposal:

Observation 5: From physical layer point of view, the main requirement to support preemption is that a UE that is transmitting data (to one group) is also able to listen to transmissions from other UEs (to the same group) during a listening period. 
Observation 6: In Mode 1, preemption can be implemented by means of priority handling by eNB, and it is outside RAN1 scope.

Observation 7: In Mode 2, preemption is supported in case there is more than one SA+Data pool available for transmission. Combination of Mode 1 and Mode 2 pools can be used to support preemption as well. In case when only one Mode 2 SA+Data pools is available preemption can be supported only opportunistically.
Proposal 2: Indicate to RAN2 that multiple Mode 2 SA+Data pools should be supported in Rel-13 in case opportunistic support of preemption is not considered sufficient for the MCPTT requirements. 

4. 
Summary
In this contribution we have analyzed the impacts of SA2’s decision on air interface and the consequences on preemption handling from physical layer point of view, and we make the following observations and proposals:
Observation 1: Intra-UE priority handling is not in RAN1 scope.

Observation 2: For Mode 1 operation, inter-UE priority handling can be guaranteed by eNB as long as information on PPP is available for the eNB when doing the scheduling of transmissions by different UEs.

Observation 3: In case multiple Mode 2 SA+Data pools are available, it is possible to associate different priority levels to different pools, in which case packets with different priorities can have different collision probabilities associated with them. 

Observation 4: In any case, in Mode 2 it is not possible to guarantee an exact ordering of transmissions from different UEs according to their associated priorities.

Proposal 1: Indicate to SA2 that it is not possible to serve different UEs in strict priority order using Mode 2, as currently required by SA2. This applies to all out-of-coverage communications as well as in-coverage communications using Mode 2. 
Observation 5: From physical layer point of view, the main requirement to support preemption is that a UE that is transmitting data (to one group) is also able to listen to transmissions from other UEs (to the same group) during a listening period. 

Observation 6: In Mode 1, preemption can be implemented by means of priority handling by eNB, and it is outside RAN1 scope.

Observation 7: In Mode 2, preemption is supported in case there is more than one SA+Data pool available for transmission. Combination of Mode 1 and Mode 2 pools can be used to support preemption as well. In case when only one Mode 2 SA+Data pools is available preemption can be supported only opportunistically.
Proposal 2: Indicate to RAN2 that multiple Mode 2 SA+Data pools should be supported in Rel-13 in case opportunistic support of preemption is not considered sufficient for the MCPTT requirements. 
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