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1 Introduction
In RAN2 #90 chairman’s notes, the following agreements about group priority were achieved [1]:
Agreements 

· The AS is provided with the priority of the data packets to be transmitted on PC5 interface.   The AS doesn’t need to know how the higher layers have determined the priority (pending final SA2 response).  
· For each logical channels there will be an associated priority.
· The creation of logical channels will be left to UE implementation, similar to Rel-12.  In addition to taking source/destination ID of packets into account when creating a logical channel, the UE will also take into account the priority of packets.   
· For scheduled resource allocation, as a baseline, the buffer status is reported per destination ID, as per Rel-12 agreement.  It is FFS how the mapping between the logical channel priority and LCG is done.  
· RAN2 has agreed that for autonomous resource selection, solutions other than static one-to-one association between priorities and resource pools should be considered.   Solutions to address this limitations are FFS.  

· The resource pool is selected, the selection is valid for the entire SA period.  After the SA period is finished the UE may perform resource pool selection again.   FFS whether multiple transmission to different destination IDs can be allowed within one SA period.  
In the RAN1#81 chairman’s notes [2], it was noted that the pre-emption will be discussed in RAN1#82.

For RAN1#82, companies are encouraged to identify the requirements for preemption, and if these have impact on RAN1, possible solutions. 
In this contribution, some schemes are proposed to support D2D group priority and off-network MCPTT priority.
2  Schemes for different priorities 
In order to clarify and fulfill the requirement of group priority and Off-network MCPTT priority, it is useful to distinguish two type priorities, as U.S.DoC described in [3]:

In MCPTT, there are the priority of a MCPTT group and the priority of a MCPTT user. The priority of the MCPTT user deals with the capability of distinguishing users within a single group, so that one MCPTT user may interrupt (override) the voice transmission of another MCPTT user of the same MCPTT group. Whereas, the priority of a MCPTT group is used to allocate MCPTT group call resources across MCPTT groups.
2.1 Handling group priority
For MCPTT group priority and D2D group priority, it is expected that high priority group should have priority in selecting resources for SA/data in the same resource pool than the low priority groups, or higher priority group can interrupt the resources being used by another one or more groups with lower priority. Hence, to ensure the QoS of high priority group, a simple scheme is that each high priority group can be assigned a dedicated resource pool. The dedicated resource pool which is assigned to high priority group would be helpful to meet the requirement of QoS. However, the resource pool for low priority group could be much smaller, and one resource pool could be assigned to more than one low priority group. Such scheme is a better way for resolving the problem of resource contention between high priority groups to low priority groups, with minor impact on standards. The mapping between resource pool and group needs to be clarified, e.g. group priority level or/and group ID associated with pool index.
Proposal 1: For group priority, each high priority group can be assigned a dedicated resource pool.

2.2 Handling user priority
Some questions were noted in [4]:

Question 1: Is it required that a single UE be able to transmit packets of different priorities on the PC5 interface? Or is there just one priority level applicable to all packets originating from a UE? 

Question 2: If a single UE can transmit packets of different priorities, is the Access Stratum supposed to transmit packets preferentially taking priority into account? Or are the different priorities handled solely within the higher layers?

Question 3: If multiple UEs (including the case of multiple UEs from different groups and the case of multiple UEs from within one group) transmit packets of different priority, is the Access Stratum supposed to support preferential transmission of packets taking priority across UEs into account? Or is prioritization across different UEs handled solely within the higher layers?
In our opinion, it is better to consider the user priority within the same group. For Off-network MCPTT, one case is that a single UE may be able to transmit packets of different priorities via PC5 interface. Another case is that these users within the same group may have different priorities with each other, and the priority of a user may change from a commander to a subordinate. In the first case, different priorities of an individual UE may be handled at higher layers under the PPP frames. But in the second case, In Mode 2 communication, each UE within a same group would randomly select SA/data resource from SA/data resource pool(s) configured for transmission, in other words, transmission UEs are equal from PHY perspective. Hence, we think that it is difficult to handle the user priority at higher layers, and one to one association between priorities and resource pools cannot resolve user priority within a same group. 
Proposal 2:RAN1 should consider schemes to handle the priority between users in Mode 2 communication
For user priority within the same group, one way to ensure good service for high priority users of the same resource pool is to guarantee the transmission of high priority users, while limiting the resource usage of low priority users. In another word, resource competition occurs only between high priority users. It seems reasonable to consider introducing a notification bit field or a notification signal in PSCCH subframes in R13. The notification indication can only be sent from high priority users, with the purpose of pre-empting the resources in the next scheduling period. When low priority users detect this notification indication, they should terminate the D2D communication in the next scheduling assignment cycle, so that there would be more vacant resources for high priority users in the resource pool. Consequently, QoS can be maintained [5]. 
Considering the limited time for Rel-13 D2D completion, the schemes should incur small effort in standardization. One potential scheme for ensuring the QoS of high priority users within the same group is to send a notification signal by the high priority users on some specific SCI resource in the PSCCH resource pool. The notification signal is used to notify the low priority users that the high priority users would preempt PSCCH and PSSCH resources in the next SC period. As an example, part of resources for PSCCH, as highlighted in Fig. 1 can be solely for preempting PSSCH resources, with certain fields in SCI to be modified to carry the notification message. SCI format 0 of Rel-12 can be largely reused, by defining the reserved values in a couple of fields.
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Figure 1 An example of notification signal on PSCCH

In Rel-12, the fields of SCI format 0 are showed as Table 1:
Table 1：Fields defined in SCI format 0 of Rel-12 [6]
	Field Name
	Length (bits)

	Frequency hopping flag
	1

	Resource block assignment and hopping resource allocation
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	Time resource pattern
	7

	Modulation and coding scheme
	5

	Timing advance indication
	11

	Group destination ID
	8


As an example, the reserved value (29, 30, 31) of the filed ‘Modulation and coding scheme (MCS)’ can be used to indicate the notification message. Another example is that the reserved value 0 of the filed ‘Time resource pattern’ (when[image: image3.wmf]7
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) is used to indicate the notification message. High priority users can then have more resources to select since all the resources in the next scheduling assignment cycle would be pre-empted. If “time resource pattern” contains a valid value instead of reserved value, whereas MCS uses reserved value, only that particular resource would be pre-empted. In either of these examples, operation of Rel-12 D2D UEs would not be affected since the newly defined SCI format 0 would not be recognizable to Rel-12 UEs.
Based on the discussion above, we proposed:
Proposal 3: To support user priority within the same group, resource notification can be a candidate solution at physical layer.

3 Conclusions
To deal with the group priority and off-network MCPTT priority, we have the following proposal:
Proposal 1: For group priority, each high priority group could be assigned to occupy a dedicated resource pool.
Proposal 2: RAN1 should consider schemes to handle the priority between users in Mode 2 communication.
Proposal 3: To support user priority within the same group, resource notification can be a candidate solution at physical layer.
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