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1. Introduction
The number of HARQ-ACK will increase dramatically with the increased number of configured CCs. Enhancement for HARQ-ACK feedback should be considered based on consensus has been made:

· At least the following enhancements to UL HARQ-ACK feedback signalling need to be considered/specified in order to support the increase in UL control information:

· Restricting increase of HARQ-ACK payload. Details FFS including

· HARQ-ACK bundling in spatial, time, and/or frequency domain

· Reducing the number of HARQ-ACK feedback bits associated with non-scheduled serving cells / subframes.

In this contribution we discuss the determination of the number of HARQ-ACK feedback bits. Reducing associated with non-scheduled serving cells/subframes, i.e., adaptive HARQ-ACK codebook size determination, is considered. Related issues are analysed. And for the HARQ-ACK bundling scheme, more details can be found in contribution [1].
2. Discussion 
2.1. HARQ-ACK codebook size determination
In general, there are three HARQ-ACK codebook size determination methods.

Method 1: HARQ-ACK codebook based on the number of configured CCs (slow codebook determination)

Method 2: HARQ-ACK codebook based on the number of activated CCs;

Method 3: HARQ-ACK codebook based on number of detected PDSCHs (fast/dynamic codebook determination).

Three mechanisms have been discussed since Rel-10. And in Rel-10, the HARQ-ACK codebook size of PUCCH format 3 is determined based on the RRC configuration, i.e., slow codebook determination is adopted. If such a mechanism is still applied for eCA in Rel-13, the number of dummy HARQ-ACK bits will be high. Typically, a UE configured with a very large number of CCs does not mean that it would be always scheduled on all the configured CCs. Only a subset of the configured CCs needs HARQ-ACK feedback in a subframe. The 32 carrier are mostly targeting the LAA scenario, in which data transmission will be discontinuous in some subframes of unlicensed carrier. It is highly expected that only a small fraction of CCs need HARQ-ACK feedbacks in a subframe in LAA. 
Figure 1 in a Annex-B shows the performance of different number of HARQ-ACK assuming the PUSCH-like structure as the new PUCCH format and Table 1 shows the required SNR for BLER=0.01 and performance difference comparing to 64bits and 128bits. The simulation parameters are listed in Annex-A.
In Table 1, it illustrated that if the number HARQ-ACK bits based on the actual scheduled CCs is 32, and the number of HARQ-ACK bits based on the configured CCs is 64, the performance difference is 2.4dB. The unused bits for unscheduled CCs are noted as dummy bits. For more extreme case, if the number HARQ-ACK bits based on the actual scheduled CCs is 32 and dummy bits is 96, the performance difference is 5.9dB.  Such a performance difference can not be neglected. 
Table 1: Performance comparison of different number of HARQ-ACK bits
	Number of HARQ-ACK bits
	32
	40
	50
	64
	96
	128

	BLER=0.01
	-0.1
	0.5
	1.4
	2.3
	4.2
	5.9

	Performance difference  to 64bits
	2.4
	1.8
	0.9
	-
	-
	-

	Performance difference  to 128bits
	6
	5.4
	4.5
	3.6
	1.7
	-


2.2. Smart decoding of TBCC
In [2], a smart decoding of TBCC is proposed. It was observed that slow codebook adaptation has similar performance to codebook adaptation based on the number of detected (E)PDCCHs for a TBCC using smart decoding at the eNodeB. Note that the performance gave in [2] was ACK error rate and NACK to ACK rate.

In this section, we evaluate the decoding scheme for TBCC. We evaluate different location for the dummy HARQ-ACK bits. Those options are depending on the exact specification of bits mapping:

Option 1: Odd-even. The useful bits and the dummy bits are located alternatively.

Option 2: Random. The useful bits are randomly selected.

Option 3: First part. The useful bits are located at the first part of the bit sequence.
The simulation results are listed in Annex-C. Both BER and BLER performance are presented. Since CRC is included for HARQ-ACK bits larger than 22, BLER should also be an evaluation metric. The BER performance of 64-32 smart decoding with Option 1 is the best. It is not the same case for BLER performance. The BLER performance for smart decoding is about 1 dB worse than dynamic codebook determination. 
Smart decoding with Option 1 can give the best performance. It is due to the optimal bits remapping to put the useful bits alternatively with dummy bits. But actually scheduling will randomly choose scheduled CCs. Note that both the Option 3 and Option 1 need remapping the HARQ bits based on the scheduling. Option 2 is more aligned with existing behaviour. We give the performance of smart decoding with Option 2 for different actual HARQ-ACK bits in Annex-D and Table 2.  
 Table 2: Performance comparison of different number of HARQ-ACK bits

	Required SNR for BLER = 0.01
	32
	40
	50
	64
	96
	128

	Normal TBCC
	-0.1
	0.5
	1.4
	2.3
	4.2
	5.9

	Smart decoding, 64-X
	1.4
	1.6
	1.9
	-
	-
	-

	Smart decoding, 128-X
	4.0
	4.2
	4.3
	4.4
	5
	-


From the simulation results, we can find that the performance improvement due to smart decoding is not sufficient. It still has loss comparing to dynamic codebook determination. Large loss is observed when there is large gap between number of useful HARQ-ACK bits and the number of dummy HARQ-ACK bits. For example, if the number of HARQ-ACK bits based on RRC configuration is 64, and the number of HARQ-ACK bits based on detected PDSCH is 32, smart decoding is 0.9dB over slow codebook determination. But, it is 1.5dB worse than dynamic codebook determination. Therefore, dynamic codebook determination is necessary from the performance point of view.
Proposal 1: Dynamic HARQ-ACK codebook size determination should be supported, i.e., the number of HARQ-ACK feedback bits associated with scheduled serving cells / subframes only.
2.3. PUCCH format adaptation
If dynamic HARQ-ACK codebook determination is adopted, PUCCH format adaptation should also be considered.  It is proposed to consider two new PUCCH formats for HARQ-ACK transmission in Rel-13 [3], one for medium HARQ-ACK payload and the other for larger HARQ-ACK payload. More specifically, based on the number of HARQ-ACK to be transmitted, different PUCCH formats should be used as illustrated in Table 3. Note that the number of HARQ-ACK bits is determined on the scheduled CCs/subframes as discussed in section 2.2 and it is only applied for UEs in Rel-13. 
Table 3: PUCCH format used for different number of HARQ-ACK bits
	Number of HARQ-ACK bits
	PUCCH format used for transmission

	1~2 
	PUCCH format 1a/1b

	2~4
	PUCCH format 1b with channel selection

	2~11
	PUCCH format 3 with single RM in single PRB

	12~22
	PUCCH format 3 with dual RM in single PRB

	23~40
	PUCCH format 3 with TBCC in 2PRBs (new PUCCH format 1)

	41~128
	PUSCH with TBCC in 1PRB (new PUCCH format 2)


If PUCCH format adaptation is applied based on the actual HARQ-ACK number needed to be transmitted, different PUCCH format resources need to be configured for the UEs. If the resource allocation for the new PUCCH format is RRC configured combined with dynamic indication, resource collision problem can be solved by the eNB implementation. With PUCCH format adaptation, the UL resource may be used more efficiently. Then, the impact to legacy UE can be alleviated.
Proposal 2: PUCCH format adaptation should be supported.

2.4. Mechanism to solve the DTX problem
For dynamic codebook size determination, it should avoid the misunderstanding between eNB and UE about the HARQ-ACK codebook size and the ordering of bits sequence due to DTX. In TDD, mechanisms based on DAI were already introduced to solve these problems. Similar mechanism should also be reused or extended for eCA as a proven functionality.

In TDD, a DAI in the DL assignment (DL DAI) can solve the DTX in the middle of a bundling window, but can not help the UE to detect the miss detection at the end of bundling window. The DL DAI is also used for HARQ-ACK bit sequence ordering when PUCCH format 3 is used for transmission or HARQ-ACK is transmitted on PUSCH. A DAI in the UL grant (UL DAI) is used for HARQ-ACK codebook size determination for each serving cell. In case only DL DAI is applicable, i.e., HARQ-ACK is transmitted on PUCCH, the miss detection in the last serving cells or last subframes should be solved.
For FDD CA or TDD-FDD CA with FDD PCell, the aggregated serving cells can be treated as a bundling window. DAI concept should be introduced to solve the DTX issue if dynamic HARQ-ACK codebook size determination is supported for the new PUCCH formats.  Three alternatives can be considered.

Alt-1: Two DAIs are introduced, one represents the total number and the other represents the counter number.

Alt-2: A counter DAI is introduced and combined with the aid of other existing control field.
Alt-3: A DAI is introduced, DAI in different serving cell may have different meaning.
The bit length for DAI is left open. However, from the control signalling overhead point of view, 2 or 3 bits may be a good choice. Alt-1 can solve the DTX issue easily at the expense of larger DL control signalling overhead. For Alt-2, less DL control overhead is needed, but it may need the help of other control field. For example, the TPC command may be reused to help to solve this problem with the new introduced counter DAI. The TPC command is reused as an “ARI” in secondary cells when PUCCH format 3 is used, and all the “ARI” have the same value. Setting same value could be redundant. We can redefine the “ARI” in different serving cell to serve as a total number DAI. For Alt-3, the DAI in some serving cells may be interpreted as a counter DAI. And, DAI in other serving cell can be interpreted as a total number DAI or other value so that it can solve the DTX. Table 4 gives an example here. 

Table 4: An example for DAI design
	Number of scheduled CCs
	Counter DAI
	Total number DAI

	5
	
	
	
	
	
	
	00
	00
	00
	00
	00

	6
	
	
	
	
	
	00
	10
	10
	10
	10
	10

	7
	
	
	
	
	00
	01
	10
	10
	10
	10
	10

	8
	
	
	
	00
	01
	10
	11
	11
	11
	11
	11

	9
	
	
	00
	01
	10
	11
	01
	01
	01
	01
	01

	
	
	
	
	
	
	
	
	
	
	
	

	32
	00
	01
	10
	11
	……
	10
	11
	11
	11
	11
	11


In this example, it is first assuming that the scheduling CCs are ordered according to a pre-defined rule, e.g., according to an increasing order of the CC index. The DAI in the first scheduling CCs is a counter DAI, representing the number of scheduled CCs up to the current CC. And the DAI in the last four scheduling CC is a total number DAI, representing the total number of the scheduled CC in the current subframe. From Table 4 we can find that, the DAI in last five scheduling CCs are same. With such feature, the UE can find whether there are (E)PDCCH miss detection in the last five scheduling CCs. If the UE can not receive 5 same DAIs at the end of a bundling window (a bundling window here refers to the aggregated serving cells corresponding to a same uplink subframe for HARQ-ACK feedback), the UE will detect that DTX happens at the last five scheduled CCs but can not distinguish DTX happens in which CCs. And then the UE will set “NACK” to the five last HARQ-ACK bits. Then, eNB can avoid misinterpreting on HARQ-ACK codebook size and the HARQ-ACK bits sequence.
For TDD, a time-domain counter DAI was already presented in the DL DCI. Additional total number DAI can also be introduced to solve the DTX problem. If no additional control bits are introduced, the time-domain counter DAI may be reinterpreted as a frequency-domain DAI per subframe and reuse the method defined for FDD per subframe.
Proposal 3: DL DAI should be introduced for FDD to ensure same understanding between eNB and UE about the HARQ-ACK codebook size and the ordering of bits sequence.
3. Conclusion

In this contribution, we discussed the adaptive HARQ-ACK codebook size determination for the new introduced PUCCH format and the related issues. In summary, we propose:
Proposal 1: Dynamic HARQ-ACK codebook size determination should be supported, i.e., the number of HARQ-ACK feedback bits associated with scheduled serving cells / subframes only.

Proposal 2: PUCCH format adaptation should be supported.

Proposal 3: DL DAI should be introduced for FDD to ensure same understanding between eNB and UE about the HARQ-ACK codebook size and the ordering of bits sequence.
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Annex-A
Simulation Parameters

	Parameter
	Setting

	Carrier Frequency
	2GHz

	System Bandwidth
	10MHz

	Channel Model
	EPA

	UE Velocity
	3km/h

	Antenna Setup
	1Tx,2Rx

	Channel coding
	TBCC with CRC,RM without CRC

	DM RS
	PUSCH-like:1 DM RS
PUCCH format3-like:2 DM RS

	Channel estimation
	practical

	Number of PRBs for PUCCH
	PUSCH-like:1
PUCCH format3-like:1,2,3

	PUCCH frequency hopping
	enabled

	Payload size
	22,32,64,128

	Performance Metric
	BLER in case CRC is included
BER in case CRC is not included
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Figure 1 performance of different number of HARQ-ACK bits
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