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Introduction
The work item [1] outlines two independent features; a first objective to specify PUCCH on an SCell and a second objective to enhance support of carrier aggregation (CA) with up to 32 component carriers. In this contribution, we consider related aspects of uplink control information transmission and in Sec. 2, the applicability of potential CA enhancements is discussed. The consequences of Rel-13 CA are contained in Sec. 3.  
Carrier aggregation in Rel-13
Applicability of the Rel-13 carrier aggregation enhancements
The 5 existing CA scenarios [2] are expected to be applicable also for Rel-13 and the WID states that “the specified solutions shall efficiently support any number of component carriers up to 32 and the target of the solutions is only for the configurations that are not supported in Rel-12 CA”. Therefore, the PHY layer has to provide mechanisms supporting CA configured with 1 PCell and 31 SCells. For FDD, new enhancements will thus only be supported when the UE is capable of, and is configured with, more than 5 serving cells. For TDD on the other hand, as part of the justification in [1], it is mentioned that “enhancements can also improve CA operation with TDD PCell, which faces limitations on PDSCH HARQ-ACK feedback already with 3 component carriers”. It could be reasonable to support enhancements also for those cases, since the full potential of TDD CA cannot be harvested even with less than 5 serving cells, because the support of TDD UL/DL configuration 5 has limitations. 
For both FDD and TDD, the enhancements shall always apply if more than 5 serving cells are configured. For TDD, it could be possible to apply the enhancements when 3, 4 or 5 serving cells are configured (at least for the TDD UL/DL configurations/carrier combinations which are not supported in Rel-12 CA). Further discussion may be needed if that would then only apply to UEs capable of aggregating more than 5 TDD serving cells.
Proposal 1. The CA enhancements apply to UEs capable of, and configured with, more than 5 serving cells. Additionally, for TDD serving cells, it is possible to apply the CA enhancements for configurations not supported in Rel-12 when 3, 4 or 5 serving cells are configured.
The PHY layer specifications should continue to be agnostic to the carrier deployments, among which the WID explicitly mentions FDD CA, TDD CA and TDD-FDD CA. For example, full support of TDD-FDD CA becomes important considering applicability of LTE-Advanced to new frequency bands. A future-proof PHY layer design should therefore be sought, aiming to support the different configurations and it would be a subsequent discussion related to UE capabilities, regarding selection of the CA features. However, this does not necessarily imply that the CA enhancements actually need to be optimized for very large numbers of aggregated serving cells. There is also no need to do particular optimizations for unreasonable configurations using narrow bandwidth carriers. Generally, we expect that wideband carriers (e.g., 20 MHz) will become the main practically relevant application for CA with large number of carriers. 

Design principles for Rel-13 carrier aggregation
Typical carrier aggregation condition for PUCCH transmission
Although CA with up to 32 carriers comes with more UL overhead, it is not necessarily always a major issue since few UEs are likely to have configurations (and be scheduled) with very large number of carriers. A typical UE is expected to be mostly scheduled on a few of its configured serving cells, and only occasionally be simultaneously scheduled on all its configured serving cells. It should be noted that the whole design of the Rel-10 CA UCI feedback hinges on the following early agreement from RAN1#58bis:
Do not optimize the A/N feedback for multiple DL CC assuming large number of UEs being simultaneously scheduled on multiple DL CC.
This is even more pronounced when UEs are configured with very large number of serving cells. Furthermore, the number of UEs capable of more aggregating more than 5 serving cells is expected to be relatively small, thus: 
Proposal 2. Rel-13 CA should not be optimized for a large number of UEs being simultaneously scheduled on more than 5 serving cells. 
One consequence of the RAN1#58bis agreement was, e.g., that separate PUCCH resources were defined for more than 4 HARQ-ACK bits (i.e., PUCCH format 3) for which the UE multiplexing capability per PUCCH resource was allowed to decrease (from 18 to 5) compared to the PUCCH format 1a/1b based schemes. Hence, now when even much higher UCI payloads need to be transmitted, new CA mechanisms with large UE multiplexing capability (if any) are still not the main focus, rather it is primarily the UE payload capacity which needs to be enhanced. 
Robust UCI feedback and PUCCH overhead
Some decisions were made in Rel-10 to assure robust UCI feedback operation, e.g., the number of HARQ-ACK bits is adapted based on RRC configuration (transmission mode, bundling window size and number of carriers). This implies that the number of HARQ-ACK feedback bits may become over-provisioned but the eNodeB could utilize its scheduling information to reduce the error probability. Robust UCI feedback should be maintained in Rel-13, however, the number of HARQ-ACK bits will be much larger and therefore it also needs to be considered how to simultaneously achieve low UL overhead and good UCI decoding performance. 
A feature from Rel-10 is also to reduce the UL overhead, e.g., a UE which is configured with PUCCH format 3, transmits with PUCCH format 1a/1b (i.e., as if CA was not configured), if it is scheduled on the PCell only. This releases PUCCH resources and avoids ambiguity of selected PUCCH format during RRC reconfiguration periods, thus it is desirable to keep this feature. A similar principle was adopted for TDD-FDD CA with an FDD PCell, such that PUCCH format 1a/1b is used when the corresponding subframes for HARQ-ACK feedback is of UL type on a TDD SCell. The UL overhead issue is even more serious in Rel-13 when a very large number of serving cells are configured. Specifically, if only a subset of the large number of configured serving cells are activated or scheduled, large UL overhead is consumed by using a new PUCCH format corresponding to the large number of configured serving cells. A flexible PUCCH resource allocation may therefore be needed [3].
Multiple PUCCH cell groups
In RAN1#80, it was agreed to also support configuration of two PUCCH cell groups, i.e., UEs with such capability would be able to provide UCI by simultaneously transmitting two PUCCHs in order to support aggregation of up to 32 DL serving cells. Configuring more than two PUCCH cell groups may not be necessary considering additional specification work, implementation complexity and potentially lower UCI transmission efficiency. 
When multiple PUCCHs are to be transmitted, the UL transmission power would be allocated to multiple non-contiguous resources in frequency domain. Considering the power back-off influence caused by the UL non-contiguous transmission, the maximal UL transmission power may need to be decreased and the UCI transmission performance would consequently become worse in power limited cases. It was agreed in the RAN1 #80 meeting that for the case of PUCCH on one SCell, power scaling is applied based on UCI type priority as in Rel-12 Dual Connectivity (DC). The remaining issues to support this are discussed in [4]. When more than 2 PUCCH cell groups are supported and the total UL transmission power exceeds the UE maximal transmit power, additional power allocation priority rules need further study. 
For example, if we reuse the priority rules from DC when the same UCI type collides among several cell groups, priority rules among the cell groups which do not include the PCell have to be determined. Besides, if a channel contains more than one type of UCI, the prioritization across cell groups is based on the highest priority UCI type. Power scaling is performed to the entire channel and if large size of data is to be transmitted through PUSCH when there is UCI of high level priority, i.e., HARQ-ACK, the HARQ-ACK and other lower level UCI performance would be penalized by the transmission power for data. A possible solution is that the eNodeB can try to avoid scheduling large size of data when multiplexed with high level UCI. However, the UCI mapping and PUSCH scheduling in multiple cell groups would cause much complexity to the scheduler.
As discussed in [4], in the current mechanism the TPC command for PUCCH is indicated to the UE with DCI format 3/3A or the DCI formats for downlink data scheduling which are scrambled by TPC-PUCCH-RNTI. For some cases, the TPC command for PUCCH can only depend on the DCI format 3/3A for there is no corresponding DL assignment indication. For example, when only periodic CSI is to be transmitted in the PUCCH, the PUCCH power adjustment can only depend on the DCI format 3/3A. The working assumption is that DCI format 3/3A for PUCCH carried on SCell is signalled by CSS on PCell. Additional specification work is needed to distinguish the TPC command for each PUCCH and the impact would increase with the number of configured PUCCH cell groups.
As a result, configuring more than two PUCCH cell groups would cause much specification work and implementation complexity. Since two PUCCH cell groups can support the CA configurations in Rel-13, it is proposed that more than 2 PUCCH cell groups should not be supported in Rel-13, unless substantial benefits can be shown.
Proposal 3. More than 2 PUCCH cell groups should not be supported in Rel-13, unless substantial benefits can be shown. 
Consequences of carrier aggregation with up to 32 CCs
The main impact of aggregating up to 32 serving cells is foreseen to concern the UCI signaling.
HARQ-ACK feedback
Two issues are observed regarding the HARQ-ACK feedback:
The number of combinations with different ACK/NACK payload will increase.
Considering that it is possible to operate a carrier in 8 configurations (7 TDD UL/DL configurations or FDD), the number of unique configurations of 32 serving cells is[footnoteRef:1] 15380937. On top of each configuration, there could be possibly 32 different choices of PCell. Potentially eIMTA could also be operated on some serving cells. Many of these combinations result in different HARQ-ACK payloads, which also vary over subframes. Therefore, at least when TDD serving cells are included, it may become a challenge to even produce specification text capturing whether certain configurations (number of aggregated cells, UL/DL reference configurations, eIMTA configuration, PCell type, etc.) are supported by a UCI feedback mechanism.  [1:  The number of unique sets of size 32 containing elements from an alphabet of size 8 is .] 

The maximum ACK/NACK payload will increase.
It was shown that spatial bundling has negligible throughput losses [5] and it could therefore readily also be applied for Rel-13. The most demanding case in terms of HARQ-ACK feedback involves TDD CA or TDD-FDD CA and would be using a PCell with TDD UL/DL configuration 5 and 31 FDD SCells. That would result in 1*9+31*10=319 HARQ-ACK bits (after spatial bundling) per subframe plus 1 additional bit for SR. Clearly, a new UCI feedback mechanism would be needed to accommodate this if no other bundling technique is introduced. On the other hand, the least demanding case (not being supported in Rel-12) would be FDD CA with 6 serving cells. That results in 6*2=12 HARQ-bits (not using spatial bundling), which could be supported directly by PUCCH format 3. This suggests that in some special cases (e.g., FDD CA), a new PUCCH format would strictly not be needed. However, the UCI payload may become larger than 12 bits for FDD even in this case, if the new PUCCH format supports periodic CSI reporting, which may necessitate utilizing the new PUCCH format.
Proposal 4. The maximum HARQ-ACK payload size supported by the new PUCCH format is selected from 64 bits to 319 bits.
In principle, it may suffice to support 32 HARQ-ACK bits for FDD (using spatial bundling). On the other hand, if the new PUCCH format anyway can accommodate more than 64 HARQ-ACK bits for TDD, it may readily be applied to support 64 HARQ-ACK bits for FDD as well. The main alternatives for handling larger HARQ-ACK payloads are thus as follows:
Alt. 1. Define a new PUCCH format which is capable of 64 HARQ-ACK bits for FDD and 319 HARQ-ACK bits for TDD.
· All configurations are supported by the specification and no time- and/or frequency domain bundling is specified.
Alt. 2. Define a new PUCCH format which is capable of 64 HARQ-ACK bits for FDD and B (<319) HARQ-ACK bits for TDD.
· Configurations with more than B spatially bundled HARQ-ACK bits are not supported and no time- and/or frequency domain bundling is specified.
Alt. 3. Define a new PUCCH format which is capable of 64 HARQ-ACK bits for FDD and B (<319) HARQ-ACK bits for TDD.
· Time- and/or frequency domain bundling is specified for (at least some) configurations with more than B spatially bundled HARQ-ACK bits.
For Alt. 1, we show in [6][7] that large payloads could be accommodated by allocating multiple PRBs for the PUCCH. If a UE is being scheduled on many DL carriers resulting in several hundred HARQ-ACK bits, it is occupying most of the DL PRBs in the system and other users would typically not be scheduled in the same subframe. Therefore, PUCCH overhead may not be a big concern for these very rare DL-heavy configurations. Therefore, Alt. 1 could be supported with small specification impact by determining a sufficiently large number of PRBs for the PUCCH.
For Alt. 2, the value B needs to be carefully determined. Some typical values could be 128 or 256 bits, corresponding to TDD UL-DL configurations 2 and 4, with and without spatial bundling. If Alt.1 can be supported by simply defining sufficient number of PRB pairs, it is not clear what the merit is of determining a value B<319. As indicated before, it is difficult to explicitly list which configurations are supported due to the enormous amount of combinations. Currently the specification gives the supported combinations of TDD UL-DL configuration and number of serving cells for carrier aggregation. Here, the specification may therefore need to be rewritten in terms of PUCCH payload such that; a UE is not expected to be configured with a set of serving cells resulting in more than B HARQ-ACK bits.
For Alt. 3, the specification impact may be significant as evaluation and specification of new bundling methods are needed. As for Alt. 2, the value B needs to be carefully determined and some form of specification of the supported combinations is required. It also needs to be determined for which cases bundling should be supported. There were extensive discussions in Rel-10/11 about bundling in time-domain (among subframes) and frequency-domain (among serving cells) in the context of CA for power-limited UEs but the latter form of bundling was never adopted, while the former exists for TDD only. The focus in Rel-13 carrier aggregation should still not be on power-limited UEs. It was observed that these two types of bundling may require changes in DCI formats (e.g., DAI for FDD) and modified PUCCH resource reservation. It has been shown that time-domain bundling may result in larger losses than frequency-domain bundling [5][8]. Therefore, further study is needed on the tradeoff between the downlink throughput losses and the complexity of such bundling. Some simple examples are contained in Appendix illustrating the performance loss from the number of bundled transport blocks. 
CSI reports
For periodic CSI on PUCCH, collision-free CSI reporting for different serving cells is possible by means of TDM and, thereto, several rules for CSI dropping have been defined for handling report collisions. Table 1 shows that the periodicity will be 10 ms or more, when configuring more than 5 serving cells for collision-free operation. There is also the possibility to schedule aperiodic CSI reports, so in principle the existing specifications of periodic CSI suffice. On the other hand, there are further restrictions on the reporting period for TDD which could necessitate enhancements. It was previously extensively discussed to report CSI from multiple serving cells per reporting instance. However, it could not be agreed whether to use PUCCH format 3 or PUSCH, so it was never included in Rel-11. One of the concerns was issues for supporting TDD CA. Since then, TDD-FDD CA and eIMTA has also been specified. Hence, it would be meaningless to repeat the discussion before there is a UCI feedback mechanism which is capable of supporting both TDD CA and also TDD-FDD CA. It would be undesirable to specify a new separate UCI feedback mechanism for periodic CSI reporting only and it is preferable to reuse the PUCCH format(s) that will be used for accommodating HARQ-ACK for up to 32 serving cells. 
Table 1. Minimum CSI reporting period on PUCCH without collisions for FDD.
	Number of serving cells
	Minimum period [ms]

	2
	2

	3-5
	5

	6-10
	10

	11-20
	20

	21-32
	32



Proposal 5. If periodic CSI reporting from multiple serving cells in one reporting instance is supported on the PUCCH, it should reuse the new HARQ-ACK feedback PUCCH formats. 
For aperiodic CSI on PUSCH, a limitation is that only up to 8 serving cells could be configured for aperiodic CSI reporting, given the size of the RRC configured bitmaps related to the two states of the CSI request field. Another limitation is that in the absence of a transport block (TB), UCI on PUSCH is confined to be transmitted on up to 20 physical resource blocks (PRBs) (i.e., a direct scaling with a factor 5 from 4 PRBs in Rel-8). For both aperiodic CSI and periodic CSI, it needs to be decided how many simultaneous CSI reports a UE will be capable of transmitting.
Conclusion
The consequences of aggregating up to 32 component carriers was discussed, which led to the following proposals.
Proposal 1. The CA enhancements apply to UEs capable of, and configured with, more than 5 serving cells. Additionally, for TDD serving cells, it is possible to apply the CA enhancements for configurations not supported in Rel-12 when 3, 4 or 5 serving cells are configured.
Proposal 2. Rel-13 CA should not be optimized for a large number of UEs being simultaneously scheduled on more than 5 serving cells. 
Proposal 3. More than 2 PUCCH cell groups should not be supported in Rel-13, unless substantial benefits can be shown. 
Proposal 4. The maximum HARQ-ACK payload size supported by the new PUCCH format is selected from 64 bits to 319 bits.
Proposal 5. If periodic CSI reporting from multiple serving cells in one reporting instance is supported on the PUCCH, it should reuse the new HARQ-ACK feedback PUCCH formats. 
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Appendix
Basic examples of the impact of the number of bundled HARQ-ACK bits can be obtained as follows. Consider HARQ-ACK feedback for K bundled/non-bundled independent TBs (e.g., TBs on different serving cells) and a transmission rate R on each serving cell. Then, for a given BLock Error Rate (BLER) the average throughput becomes


and the relative throughput loss for bundling is , which is substantial for large K as 
shown in Fig. 1. It should be noted that the effect of a lower BLER leading to lower rate R is not visible in this plot and the gain of reducing the BLER is therefore slightly exaggerated.
[image: ]
Figure 1. Relative throughput for HARQ-ACK feedback of K bundled transport blocks compared to a non-bundling case, for different BLER. 




The average number of transmissions of a TB can be determined as

where  and . This may force the eNodeB to reduce the BLER (i.e., the throughput) in order to avoid packet dropping, since the average number of transmissions increases significantly by K as shown in Fig. 2. 
[image: ]
Figure 2. Average number of transmissions of a TB for HARQ-ACK feedback of K bundled transport blocks, for different BLER.
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