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1 Introduction

In RAN1 #80bis meeting, the following agreements were concluded [1]:
Agreements:
· Multiple ECCE aggregation levels and multiple numbers of repetitions are defined in specification for ‘Physical downlink control channel for MTC’

· A set of possible combinations of {ECCE aggregation level, number of repetition} is defined in the spec

· FFS: what combinations of ECCE aggregation levels and numbers of repetitions to support

· The following earlier RAN1 agreements are not affected by the above FFS.

· For Rel-13 low complexity UEs in enhanced coverage and at least unicast channel at least for system BW>1.4MHz

· For enhanced coverage UEs, one ‘Physical downlink control channel for MTC’ containing one DCI is allowed to be mapped to fully occupy available REs in 6 PRB pairs

· In a subframe, a maximum aggregation level equivalent of L=24 ECCE is introduced for LC/CE UEs

· FFS: how to define starting ECCE indices

· A subset of the above set of combinations can be semi-statically configured for constructing a UE-specific search space for ‘Physical downlink control channel for MTC’ by higher-layer signaling

· If configured by higher-layer signaling, it is FFS whether signaling is implicit or explicit.

· Parameters defining an ‘Physical downlink control channel for MTC’ blind decoding candidate in a UE-specific search space (USS) include at least an ECCE aggregation level and a number of repetitions
· FFS: Other signaling mechanisms and parameters in addition to above set of combinations for constructing UE specific search space
In this contribution, we give our considerations on M-PDCCH blind decoding for MTC UEs.
2 Potential factors related to M-PDCCH blind decoding
In the current specification, within one subframe, the maximum number of UE’s PDCCH blind decoding is determined by the number of CCE aggregation levels, the number of PDCCH candidates at each CCE aggregation level (for a UE-specific search space and a common search space) and the number of DCI formats. Each PDCCH candidate is correspondingly related to a starting CCE index.
The number of total combinations of CCE aggregation levels, PDCCH candidates at each CCE aggregation level and DCI formats is the maximum number of PDCCH blind decoding.
Table 1 below provides PDCCH candidates monitored by a UE. The maximum number of PDCCH blind decodes is equal to the total number of PDCCH candidates multiplying the number of DCI formats at a specific transmission mode. As shown in Table 1, the total number of PDCCH candidates is 22, and the number of DCI formats at a specific transmission mode is 2. Thus, a maximum of 44 blind detections (32 blind detections in UE-specific search space, and 12 blind detections in common search space) are needed for a UE monitoring a PDCCH.
Table 1: PDCCH candidates monitored by a UE
	Type
	Aggregation level 
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	UE-specific
	1
	6

	
	2
	6

	
	4
	2

	
	8
	2

	Common
	4
	4

	
	8
	2


Observation 1: Number of PDCCH candidates is an important dimension for PDCCH blind decoding in the current specification.
For MTC UEs, the M-PDCCH would be repeatedly transmitted within multiple subframes. Therefore, in addition to the factors, including ECCE aggregation level, M-PDCCH candidates within one subframe and number of DCI format, the number of repetition may be another new dimension for UE blind decoding M-PDCCH.

In view of MTC traffic characteristics is general a small data packet transmission, it may be reasonable to assume one DCI format monitored at a specific transmission mode to reduce the number of M-PDCCH blind decoding.
Proposal 1: For an MTC UE, one DCI format is monitored at a specific transmission mode to reduce the number of M-PDCCH blind decoding.
Thus, the factors related to M-PDCCH blind decoding at each subframe at least include:

· ECCE aggregation level

· Number of repetition

· M-PDCCH candidates (or starting ECCE index) at each ECCE aggregation level within one subframe 
3 M-PDCCH blind decoding

3.1 Repetition number and ECCE aggregation level
Actually, the ECCE aggregation level can be regarded as the dimension of frequency domain. The larger ECCE aggregation level, the more resources are used in the frequency domain. 
The repetition subframe number can be regarded as the dimension of time domain. The more M-PDCCH repetition subframe is used, the more resources are used in the time domain.
Therefore, ECCE aggregation level and repetition number are of dual relationship. When UE decodes an M-PDCCH, the ECCE aggregation level can be fixed but the repetition number can be blind decoding. Alternatively, the repetition number can be fixed, but the ECCE aggregation level can be blind decoding. The figure below illustrates the transfer from blind decoding repetition number to blind decoding ECCE aggregation level (AL).
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Figure 1: The transfer from blind decoding repetition number to blind decoding ECCE AL

Therefore, there is no essential difference to fix ECCE aggregation level or fix repetition number. For example, as shown in the figure below, within the same time-frequency resource, there have seven M-PDCCH decoding candidates (different colours denotes different M-PDCCH decoding candidates) regardless of fixing ECCE AL or fixing repetition number. 
In the case of fixing ECCE AL, the starting subframe should be defined (for example, as shown in the figure, the starting subframes would be 0,4,8,12 when the repetition number is 4) to support different M-PDCCH candidates. 

In the case of fixing repetition number, the starting ECCE index should be defined (for example, as shown in the figure, the starting ECCE index would be 0,4,8,12 when the ECCE AL is 4) to support different M-PDCCH candidates.


[image: image4.emf]t

f

t

f

t

f

SF

t

f

SF

t

f

t

f

Fixed ECCE AL, blind decoding repetition number

Fixed repetition number, blind decoding ECCE AL

4 ECCEs

8 ECCEs

16 ECCEs

16 ECCEs

0 1

2 3 4 5 6 7 8 9 10 11 12 13

14 15

0 1

2 3 4 5 6 7 8 9 10 11 12 13

14 15


Figure 2: M-PDCCH candidates within the same time-frequency resource
The buffer size of MTC UE would depend on UE’s capability, which is irrespective of fixed ECCE AL or fixed repetition number. 

The power consumption of decoding one M-PDCCH candidate for fixed ECCE AL should be the same as that of decoding one M-PDCCH candidate with same ECCEs for fixed repetition number. 
For fixed ECCE AL, if there is no time gap (for M-PDCCH decoding) between different M-PDCCH candidates, the power consumption of buffering M-PDCCH for fixed ECCE AL is the same as that of fixed repetition number. For fixed ECCE AL, if there has time gap between different M-PDCCH candidates, the power consumption of buffering M-PDCCH for fixed ECCE AL might be less than that of fixed repetition number. However, the active time will be prolonged for fixed ECCE AL, which will increase UE’s power consumption conversely. The subframe utilization is restricted due to time gap, which may lead to restriction on eNB’s resource allocation.
For fixed repetition number, it is beneficial to apply PSD boosting in DL, which may be beneficial to improve the performance of channel estimation and EPDCCH decoding especially in low SINR region.
From resource utilization point of view, allowing an M-PDCCH sharing a narrowband with other control channel or data channel can provide significant flexibility on eNB’s scheduler and reduce the delay for delay sensitive UEs. Especially, for fixed ECCE AL, if the number of repeated M-PDCCH subframes is very large, it will block the resource multiplexing of other control channel or data channel for a long time.
Therefore, in order to support maximal flexibility on eNB’s resource multiplexing and achieve efficient resource utilization, the available ECCE aggregation level(s) and repetition number(s) should be determined and configured by an eNB.

Proposal 2: For M-PDCCH repetition, the ECCE aggregation level should not be fixed to a unique value in order to support maximal flexibility on eNB’s resource multiplexing and achieve efficient resource utilization.
3.2 Starting ECCE index and starting subframe index
To determine monitored ECCEs within each repeated subframe, an MTC UE needs to determine the starting ECCE index. 
In current specification, the starting ECCE is actually derived from EPDCCH candidate of the search space. Moreover, the starting ECCE index is the integer multiple of ECCE aggregation level.  
To reuse the methodology for EPDCCH, at a specific ECCE aggregation level, the starting ECCE indices can only be the values of integer multiple of the ECCE aggregation level.
Proposal 3: At a specific ECCE aggregation level, the starting ECCE indices can only be the values of integer multiple of the ECCE aggregation level.

The RBs an MTC UE monitoring for M-PDCCH decoding within one subframe may accommodate M ECCEs. Wherein, M=N× L, and L is the ECCE aggregation level. Therefore, there may have N possible starting ECCE indices at aggregation level L. 

For an M-PDCCH transmitted with L ECCEs at a certain subframe, the UE can determine its first starting ECCE index according to its RNTI, which applies the same methodology as current specification.
If UE only monitored ECCEs within each repeated subframe based on one starting ECCE index, the resource multiplexing is lack of flexibility. Moreover, the ECCE resource blocking cannot be avoided when different UEs determines the same ECCE resource based on same starting ECCE index.
As shown the figure below, assuming an M-PDCCH transmitted on 4 repetition subframes and L=4. The total ECCEs for MTC UEs in each repetition subframe is 12 ECCEs. If an MTC UE can only monitor 4 ECCEs, the starting ECCE index is determined by UE’s RNTI. Assuming UE1 and UE2 calculate the same starting ECCE (e.g., 0), the eNB cannot simultaneously transmit M-PDCCHs for UE1 and UE2. If an MTC UE can monitor ECCEs based on multiple starting ECCE indices, the eNB can transmit M-PDCCH to UE1 with starting ECCE 0 (i.e., M-PDCCH decoding candidate 1) and transmit M-PDCCH to UE2 with starting ECCE 4 (i.e., M-PDCCH decoding candidate 2).
Therefore, it is beneficial to allow an MTC UE monitoring M-PDCCH candidates based on multiple starting ECCE indices.
Similarly, as shown the left side of figure 2, when repetition number is 4 subframes, there have four M-PDCCH candidates with the same aggregation level across 16 subframes. To uniquely identify an M-PDCCH candidate, the starting subframe index should also be needed to determine an M-PDCCH candidate. 
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Figure 3: An MTC UE monitoring an M-PDCCH based on multiple starting ECCE indices
Proposal 4: An M-PDCCH decoding candidate should be determined based on ECCE aggregation level, repetition number, starting ECCE index and starting subframe index.
3.3 The maximum number of M-PDCCH decoding candidate
The maximum number of UE blind decoding M-PDCCH is equal to the maximum number of M-PDCCH candidates an MTC UE monitored. The setting of maximum number of UE blind decoding M-PDCCH should consider the tradeoff between UE’s detection power consumption and eNB’s scheduling flexibility. For UE in large coverage enhancement, power consumption may be more critical due to an attempt of M-PDCCH decoding at the cost of processing on massive repetition subframes. Therefore, the maximum number of UE blind decoding M-PDCCH in large coverage enhancement should be lower than that of in moderate or low coverage enhancement. For UE in low coverage enhancement, the maximum number of UE blind decoding M-PDCCH can be large considering eNB’s scheduling flexibility is more important.
Therefore, the maximum number of UE blind decoding M-PDCCH should be individually specified for each M-PDCCH repetition level.

The following table gives an example to calculate the number of M-PDCCH blind decoding (BD) at each ECCE aggregation level based on exemplified values of starting ECCE index, repetition number and number of starting subframe index under each repetition number. The total maximum number of M-PDCCH blind decoding for an MTC UE is the sum of the number of blind decoding at each supportable aggregation level.
Table 2: Examples for calculating number of M-PDCCH BD at each ECCE aggregation level

	ECCE aggregation level 
	The number of starting ECCE index
	The number of repetition number
	Number of starting subframe index at each repetition number
	Number of M-PDCCH BD at AL

	8
	3
	2
	{2, 1}
	9= 3× {2+1}

	24
	1
	2
	{2, 1}
	3= 1× {2+1}


4 Conclusions
In this contribution, we provide our considerations on M-PDCCH blind decoding for MTC UEs, and the following observation and proposals are given:
Observation 1: Number of PDCCH candidates is an important dimension for PDCCH blind decoding in the current specification.
Proposal 1: For an MTC UE, one DCI format is monitored at a specific transmission mode to reduce the number of M-PDCCH blind decoding.
Proposal 2: For M-PDCCH repetition, the ECCE aggregation level should not be fixed to a unique value in order to support maximal flexibility on eNB’s resource multiplexing and achieve efficient resource utilization.
Proposal 3: At a specific ECCE aggregation level, the starting ECCE indices can only be the values of integer multiple of the ECCE aggregation level.
Proposal 4: An M-PDCCH decoding candidate should be determined based on ECCE aggregation level, repetition number, starting ECCE index and starting subframe index.
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