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1 Introduction
Aperiodic CSI computational complexity for dual connectivity has been briefly discussed in RAN1#79 meeting. Based on the discussion the following agreement has been made [1]:
	· For aperiodic CSI reporting, limit of one aperiodic CSI request is per CG

· In dual connectivity, CSI processing requirement should be the same as in Rel-11

· Rel-12 CSI subframe sets and dual connectivity can be simultaneously supported


While for TM1-9 the maximum CSI computational complexity for dual connectivity can be maintained the same as in Rel-11, the additional relaxation to CSI calculation is required for TM10 when dual connectivity (DC) is used. The additional computation load in dual connectivity occurs due to more than one aperiodic CSI request that may be received by the UE in one downlink subframe that triggers more than one CSI report for each of the configured carrier. In this paper we provide a possible options that may be considered to reduce computational complexity at the UE due to the CSI calculation. 
2 Maximum CSI calculation requirement for TM10
In Rel-11 UE may be configured with up to 4 CSI processes on each of the configured component carrier. UE may also receive one aperiodic CSI request in downlink subframe that triggers CSI calculation for up to 5 CSI processes in one CSI report by using CSI request fields ’10’ and ‘11’ and up to 4 CSI processes in one CSI report by using CSI request field ‘01’ [2]. Given that a sequence of CSI requests may be received at the UE in every downlink subframe (see Fig. 1), the maximum CSI computational and reporting requirement is 5 CSI per subframe (including subframe where CSI request is received). For parallel CSI calculation architecture this requirement translates into implementation of 4 CSI calculation blocks, where each block should be capable of computing 5 CSI reports per 4ms. For serial CSI calculation architecture all CSI processing should be accomplished by one CSI calculation block within 1ms.
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Figure 1: Example of aperiodic CSI triggering for TM10 and CA in Rel-11
It should be noted that some relaxation to the CSI calculation has been introduced for TM10. It limits the maximum number of simultaneously processed CSI at the UE within each of the configured component carrier. More specifically, in TM10, UE is not required to update CSI for every CSI request, if the number of the being processed CSI is above the maximum number of CSI processes supported by the UE on a given component carrier:
	If a UE is configured with more than one CSI process for a serving cell, the UE on reception of an aperiodic CSI report request triggering a CSI report according to Table 7.2.1-1B is not expected to update CSI corresponding to the CSI reference resource (defined in subclause 7.2.3) for all CSI processes except the 
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 unreported CSI processes associated with other aperiodic CSI requests for the serving cell, where a CSI process associated with a CSI request shall only be counted as unreported in a subframe before the subframe where the PUSCH carrying the corresponding CSI is transmitted, and 
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is the maximum number of CSI processes supported by the UE for the serving cell.


However, as illustrated in the example shown in Figure 2, such relaxation in practice only slightly reduces the maximum CSI computational load for some subframes. The maximum CSI computation requirement is still equal to 5 CSI per 4ms in parallel CSI processing architecture and 5 CSI per 1ms in serial architecture with 1 CSI processing block.
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Figure 2: Example of aperiodic CSI triggering for TM10 and CA with consideration of CSI computational relaxation for TM10
In dual connectivity, due to non-ideal backhaul link between eNBs, coordination of aperiodic CSI triggering between cell groups is impossible. Therefore, it is a reasonable to consider independent aperiodic CSI triggering for each cell group. Such assumption, however, is translated into increased CSI processing requirement as illustrated in Figure 3.
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Figure 3: Example of aperiodic CSI triggering for TM10 and DC

More specifically, with the Rel-11 serial architecture, CSI calculation block should be capable of computing two times more CSI within 1ms comparing to Rel-11. For parallel architecture with the same number of CSI processing blocks the maximum load of CSI processing block could be different and may also exceed the Rel-11 value. Based on the discussion above, in order to keep the maximum CSI processing complexity as in Rel-11, some relaxation to CSI calculation in dual connectivity should be considered. 
3 Possible options to reduce CSI calculation for TM10 and DC

The first approach to address CSI calculation complexity is to coordinate the CSI process assignment to CSI request fields. The coordination should ensure that the total number of CSI processes between cell groups (CG) that can be simultaneously requested for different combinations of CSI request fields ‘01’, ‘10’ and ‘11’ on two CGs in total would never exceed the existing Rel-11 value of 5 CSI processes. Although this approach could address the UE complexity issue, the drawback is that the design is too pessimistic by assuming two aperiodic CSI triggers from two CGs would always be received simultaneously in the same subframe. Such assumption, in most of the cases is likely to significantly reduce the network flexibility to request CSI for multiple CSI processes (e.g. more than 2 or 3) and therefore not preferable. 
The second approach relies on the physical layer procedures and allows more flexible configuration of CSI request fields at each CG without restrictions. In this approach, however, the existing maximum CSI processing capability would be exceeded as discussed in Section 2. In order to keep the maximum CSI calculation complexity as in Rel-11, the CSI processing requirement may be relaxed for two simultaneously received aperiodic CSI requests, so that UE would not be required to calculate CSI for some of the CSI processes, if it exceeds the existing 5 CSI processing capability. The CSI calculation prioritization may defined in the specification (e.g., based on the cell group index) or left to UE implementation. In order to indicate the serving CG which CQI were not calculated, CQI reporting with index 0 (‘out-of-range’) may be considered.
Since dual connectivity assumes asynchronous operation of cell groups, the meaning of simultaneous reception of two CSI requests should be clarified. For example, two aperiodic CSI requests from two cell groups may be considered as simultaneously received, if the downlink subframes of two cells containing CSI requests overlaps in time domain for at least 33 µs (the maximum timing difference between two downlink subframes of PCell and SCell in DC). For all other cases, two CSI requests may be considered as received in different subframes.
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Figure 4: Illustration of the downlink subframes that are considered as overlapped with the downlink subframe where CSI trigger is received

4 Summary

In this paper CSI processing requirement has been discussed for dual connectivity and transmission mode 10. It has been found that without additional relaxation, the CSI processing requirement in dual connectivity is increased comparing to Rel-11. Therefore, it was proposed not to mandate CSI calculation for more than 5 CSI if two CSI request were received simultaneously (the second approach in Section 3). The possible clarification to the meaning of two simultaneously received CSI requests has been also provided. A draft LS to RAN2 with the second approach is also provided in [3].
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