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1. Introduction
One of the important objectives of LAA SI is to evaluate coexistence among LAA operators as well as the coexistence between LAA and other systems typically present in 5GHz unlicensed band, in particular Wi-Fi. This has been formulated in the SID [1] in the following way:
Identify and evaluate physical layer options and enhancements to LTE to meet the requirements and targets for unlicensed spectrum deployments identified in the previous bullet, including consideration of the methods to address the co-existence aspects on unlicensed bands with other LTE operators and other typical use of the band [RAN1].
In the quote above, previous bullet refers to the fact that LAA should not impact Wi-Fi performance more than an additional Wi-Fi network on the same carrier. Basic metrics that shall measure the impact are user perceived throughput and packet latency.

In this contribution we present our initial coexistence results between LAA and Wi-Fi, as well as among LAA operators, when operating LAA using Frame Based Equipment (FBE) type of listen-before-talk (LBT) operation.
2. General assumptions 
In this contribution we simulated the indoor scenario in [2], layout alternative 1, where nodes (eNBs or Wi-Fi APs) are deployed according to following figure:
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Figure 1. Layout of the simulated scenario.
We use parameter values X=4 and Y=1, which means there are 4 nodes (eNBs or APs) per operator in the scenario and all of these nodes operate in the same channel. From coexistence perspective this is the worst case scenario, especially in such an indoor layout where all eNBs/APs can detect each other’s transmissions during LBT procedure.
The UEs are dropped such that each operator serves 10 UEs during one simulation run, according to agreement in [3]. The UEs are distributed uniformly within the scenario, constrained by a minimum inter-node distance of 3m, as dictated by the propagation models.
We assume that control feedback of LAA is transmitted on licensed band (i.e. PCell), but no user data (i.e. PDSCH) is transmitted on the licensed band carrier in case a UE is configured with LAA. Therefore, the served downlink user traffic in the comparison is served on unlicensed band only either by LAA or Wi-Fi networks, resulting in a fair direct comparison between these two unlicensed band technologies. In addition, Wi-Fi terminals send their ACK/NACK bursts in the uplink direction.
Those eNBs belonging to the same operator are assumed to be time synchronized; whereas the LAA eNBs of different operators are assumed to be synchronized only in subframe level, but with different frame alignment (asynchronous operation between different LAA operators). 
Further simulation assumptions are described in Appendix B. 
3. LBT functionality used for LAA
In this contribution we mainly assume LAA to work as a Frame Based Equipment (FBE) as defined in Section 4.9.2.1 of [4]. We denote this channel access method as strict FBE in the figures below. In FBE channel access the time axis is divided into Full Frame Periods (FFPs), which consist of Channel Occupancy Time and Idle Time. Channel Occupancy Time is used to transmit data. At the end of Idle Time there is a Clear Channel Assessment (CCA) period during which an FBE eNB performs LBT. If a node detects busy channel during CCA, it will not transmit in the following FFP.
In our studies we use FFP values of 1ms, 2ms and 4ms, corresponding to 1, 2 and 4 LTE TTIs. Idle Times are 1, 2 and 3 LTE OFDM symbols long, respectively, so that the 5% requirement is fulfilled. The CCA slot is 20μs long, placed at the end of the Idle Period. With FFP length >1ms we distribute the starting points of the FBE frames so that collisions among eNBs of a single operator are minimized. Collisions among two LAA operators cannot happen because of their asynchronous timing.
We also considered potential benefits from so-called relaxed FBE, in which the initial LBT/CCA can be performed in any subframe independently of the FFP, in which case the start of FFP period has a 1ms granularity and is not constrained by the FFP length. Once data is in the buffer, FBE rules are observed again.
4. Results and discussion
In this section we will present our main results. The metrics are user perceived throughput (UPT) and packet delay. System/user load settings that we use here are discussed in Annex A.
User throughput
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	Figure 2. User throughput CDFs with load of 0.8Mbps/user and FFP = 1ms.
	Figure 3. User throughput CDFs with load of 1.6Mbps/user and FFP = 1ms.


	
	0.8Mbps/user
	1.6Mbps/user

	Case
	5th perc. [Mbps]
	Mean [Mbps]
	5th perc. [Mbps]
	Mean [Mbps]

	W+W; op. 1
	20.45
	48.19
	9.51
	35.72

	W+W; op. 2
	22.37
	48.99
	9.77
	35.88

	W+L; Wi-Fi
	30.65
	53.51
	21.34
	47.24

	W+L; LAA
	20.92
	59.11
	9.52
	46.72

	L+L; op. 1
	28.74
	62.94
	16.97
	55.82

	L+L; op. 2
	31.36
	64.07
	18.37
	56.28


Table 1. 5th percentiles and means of user throughput for different loads.
In Figures 2 and 3 we plot user throughput of Wi-Fi+Wi-Fi, Wi-Fi+LAA and LAA+LAA scenarios with user load set to 0.8Mbps/user and 1.6Mbps/user, respectively, and FFP set to 1ms for the LAA operator. Note, that for the case of a FFP of 1ms, the strict and relaxed FBE implementations are the same. The setting of FFP=1ms is the worst case option from Wi-Fi perspective, because LAA gets more opportunities to access the channel and Idle Time at the end of LAA FFP is shortest. Nevertheless, comparing UPT curves between Wi-Fi+Wi-Fi and Wi-Fi+LAA scenarios it is clear that that FBE LAA is a better neighbor to Wi-Fi operator than another Wi-Fi operator. This is true in the whole range of UPT values. With LAA as a neighbor, for a load of 0.8Mbps/user the Wi-Fi 5th percentile UPT improves by ~50% and Wi-Fi mean UPT improves by ~10%, while for a load of 1.6Mbps/user the Wi-Fi 5th percentile UPT improves by ~115% and Wi-Fi mean UPT improves by ~30%, as can be seen from Table 1. One of the important reasons why LAA is a better neighbor is its higher spectral efficiency; by emptying the transmission buffer faster LAA causes less interference in this scenario than Wi-Fi.  
In Wi-Fi+LAA scenario ~30% and ~50% of LAA users have lower UPT values than Wi-Fi users for load set to 0.8Mbps/user and 1.6Mbps/user, respectively. This stems from the fact that FBE is less efficient in terms of channel access than Wi-Fi, as Wi-Fi is not constrained by the fixed positions of CCA slots in time. 
In LAA+LAA scenario both operators enjoy higher UPTs than in Wi-Fi+Wi-Fi scenario, as seen in Figures 2 and 3. It is also seen that for higher loads the proportion of users with maximum user throughput decreases, and the performance difference between the different cases become even more relevant. For example, in Figure 2 the median user throughput is ~19% higher in LAA+LAA case compared to Wi-Fi+Wi-Fi case, but that difference increases to ~120% in Figure 3.

Observation 1: LAA can achieve higher throughputs than Wi-Fi.

Observation 2: When LAA works as FBE, its channel access mechanism is not as efficient as that of Wi-Fi. For this reason more studies are need on how LAA would perform when working as a Load Based Equipment (LBE).
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	Figure 4. User throughput CDFs with load of 0.8Mbps/user and different sizes of FFP in LAA.
	Figure 5. User throughput CDFs with load of 1.6Mbps/user and different sizes of FFP in LAA.
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Figure 6. User throughput CDFs with load of 1.6Mbps/user, 
comparing strict and relaxed versions of FBE with FFP values of 2ms and 4ms.
In Figures 4 and 5 we show the effect of FFP length in LAA on the Wi-Fi+LAA scenario with user load set to 0.8Mbps and 1.6Mbps for the strict FBE type of LBT operation, respectively. The effect on Wi-Fi performance is small, but longer FFP is slightly more favorable towards Wi-Fi in the mid-range percentiles. LAA with longer FFP achieves peak UPT values less often, but in the lower percentiles it is better, because longer FFP allows for a distribution of FFP starting points among eNBs of a LAA operator which leads to lower probability of intra-LAA collisions. These effects are a result of the assumed synchronous FBE operation between LAA eNBs of a single operator.
In Figure 6 we compare the ETSI compliant (strict) FBE implementation to our relaxed version in Wi-Fi+LAA scenario with user load set to 1.6Mbps. The differences to both Wi-Fi and LAA are rather small for the two different implementations/interpretations of FBE type of LBT operation.

Packet delay
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	Figure 7. Packet delay with load set at 0.8Mbps/user.
	Figure 8. Packet delay with load set at 1.6Mbps/user.
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Figure 9. Packet delay with load set at 3.2Mbps/user.

In Figures 7 and 8 we plot packet delay in Wi-Fi+Wi-Fi, Wi-Fi+LAA and LAA+LAA scenarios with user load set to 0.8Mbps and 1.6Mbps, respectively, with LAA’s FFP is set to 1ms. Due to the definition of FTP model 3 UPT, the shapes of delay CDFs are essentially the inverse of throughput CDFs shown in Figures 2 and 3. Therefore, the conclusions from UPT results are valid also for packet delay results, i.e. LAA is a good neighbor to Wi-Fi. 
Observation 3: In terms of user throughput (UPT) and packet delay, LAA is a better neighbor towards Wi-Fi network than another Wi-Fi network, at least when operating as FBE.

For illustration purposes we also show in Figure 9 packet delay results with user load set to 3.2Mbps. With such high load, the system should already be regarded as overloaded, leading to unacceptably long packet delays. Since this is not a desirable operating point for the system, it is then clear that simulations with full buffer traffic model or overloaded system should not be used for coexistence studies.

Proposal 1: Simulations with full buffer traffic model or overloaded system should not be used for coexistence studies.
5. Summary
In this contribution we have discussed initial coexistence results between Wi-Fi and FBE LAA in the cochannel indoor scenario.
Based on the discussion we make the following observation and proposals:
Observation 1: LAA can achieve higher throughputs than Wi-Fi.

Observation 2: When LAA works as FBE, its channel access mechanism is not as efficient as that of Wi-Fi. For this reason more studies are need on how LAA would perform when working as a Load Based Equipment (LBE).
Observation 3: In terms of user throughput (UPT) and packet delay, LAA is a better neighbor towards Wi-Fi network than another Wi-Fi network, at least when operating as FBE.

Proposal 1: Simulations with full buffer traffic model or overloaded system should not be used for coexistence studies.
Appendix A: System load
The traffic model was agreed in [2] to be FTP model 3 with packet size of 0.5MB. Given the number of users to be dropped in each simulation run, system load is then defined by packet arrival rate together with the number of users. System load should be reasonable; with very low load one would hardly see any coexistence issues, while overloaded system would lead to waste of the medium due to excessive amount of collisions. In the following figures we show average generated and served load per user for different cases.
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Figure 10. Average generated and served load with setting of 0.8Mbps/user. Generated load is represented by the transparent bar, served load by the colored bar. W+W denotes scenario with two Wi-Fi operators, W+L denotes scenario with one Wi-Fi and one LAA operator and L+L denotes two LAA operators. The first letter of {W+W; W+L; L+L} corresponds to op. 1, second letter to op. 2. {1ms; 2ms; 4ms} correspond to FFP setting of LAA.
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Figure 11. Average generated and served load with setting of 1.6Mbps/user.
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Figure 12. Average generated and served load with setting of 3.2Mbps/user.

Figures 10, 11 and 12 show average generated (transparent bars) and successfully served (colored bars) load with user load set to 0.8Mbps, 1.6Mbps and 3.2Mbps, respectively. In each case we have Wi-Fi+Wi-Fi, Wi-Fi+LAA and LAA+LAA scenarios with LAA FFP set to 1ms, 2ms and 4ms. With user loads at 0.8Mbps and 1.6Mbps all generated traffic is being served. From Figure 12 we can see that in Wi-Fi+Wi-Fi scenario the maximum user load that can still be served is ~2.2Mbps. In most of the detailed analysis we therefore used user load settings of 0.8Mbps and 1.6Mbps.
Appendix B: Detailed simulation assumptions
General simulation assumptions are summarized in the following table:

	Parameter
	Value

	Propagation model
	ITU InH (Table B.1.2.1-1 in TR36.814)

	Slow fading (shadowing)
	ITU InH [Table A.2.1.1.5-1 in TR36.814)

	Traffic model
	FTP model 3, Packet size 0.5 MB

	LTE traffic
	Downlink (100% users)

	Wi-Fi traffic
	Downlink (100% users), only UL ACK/NACKs modeled

	Number of users per drop
	20 (total), 10 per operator

	User positioning
	Uniform, minimum inter-node distance 3 meters

	User mobility
	Static, fast fading velocity 3 km/h

	UE/STA noise figure
	9 dB

	eNB/AP height
	6 m

	UE/STA height
	1.5 m

	eNB/AP Tx power
	23 dBm (Antenna gain 0 dBi)

	UE/STA Tx power
	18 dBm (Antenna gain 0 dBi)

	Antenna pattern
	Omni-directional

	Simulated bandwidth
	20 MHz unlicensed

	Center frequency
	5 Ghz


Table 2. General simulation assumptions.
Wi-Fi related assumptions are given here:

	Wi-Fi parameter 
	Value 

	Wi-Fi standard 
	IEEE 802.11ac 

	RTS/CTS 
	Disabled 

	Wi-Fi Scanning 
	Optimal (STAs select the best AP always) 

	minCW 
	15 

	maxCW 
	1023 

	AIFSN 
	3 

	TXOP limit 
	4.096 ms 

	Link adaptation 
	Simple ACK/NACK based, error due to collision does not drop MCS 

	AP DL MAC scheduling algorithm 
	Round Robin 

	MPDU/MSDU aggregation 
	Enabled 

	CCA-CS 
	-82 dBm

	CCA-ED 
	-62 dBm

	Antenna configuration 
	1x1 

	MCSs 
	802.11ac MCSs, excluding 256QAM 


Table 3. Wi-Fi simulation parameters.
Similarly, LAA related parameters are shown here:

	LTE parameter 
	Value 

	Antenna configuration 
	1x2 

	Cell selection measurement quantity 
	RSRP 

	DL scheduler 
	TD: PF, FD: PF 

	HARQ 
	Chase combining 

	LA 
	Enabled 

	OLLA 
	Enabled 

	MCSs 
	QPSK, 16QAM or 64QAM 

	No of control symbols per TTI 
	1

	CCA-ED (LBT threshold) 
	-62 dBm 


Table 4. LAA simulation assumptions.
We note that Wi-Fi terminals are equipped with 1 receive antenna while LAA UEs have 2 receive antennas. While more equivalent configuration is desirable for performance comparison, the current results can be seen as pessimistic towards Wi-Fi from the coexistence point of view, and hence give a lower bound on performance of Wi-Fi in the mixed scenario.
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