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1. Introduction

At the RAN1#79 meeting, there was a discussion on load factor metric, including its necessity and some proposals for it. Following tentative conclusions were made [1].
	R1-145336           Way Forward on LAA Evaluation Assumptions: Load Factor           Intel, Samsung, Qualcomm, Ericsson
Working assumptions:
· A new metric, buffer occupancy is defined:

· Buffer occupancy of the i-th small cell/UE (Wi-Fi & LAA) = sum of the period of time during which the i-th small cell/UE has data to transmit including retransmissions (i.e., its queue is not empty) / total simulation time

· Average buffer occupancy: buffer occupancy averaged over the all small cells/UEs of the same operator

· The average buffer occupancy can be provided in addition to the offered traffic along with the simulation results.

· FFS: Whether and how to capture this metric in the TR

· Note: This is not a metric that will be used to make comparisons between different evaluations

R1-145445
Proposal on modified resource utilization for LAA evaluation         NTT DOCOMO, INC.
Revision of R1-145443
Email approval until 11th December, 2014 about R1-145445 and other metrics and how they are used to classify results from different companies – Hiroki (NTT DOCOMO)


In this document, email discussion [79-05] is summarized.
2. Discussion
The background of this discussion is that as argued in some contributions [2-4], the current definition of resource utilization (RU) would be inappropriate to represent a traffic load and a congestion situation of an unlicensed channel where Wi-Fi and LAA may coexist. Previously, the RU has been used to define references for different traffic load conditions, such as 20/40/60% RU for low/middle/high traffic load.
However, according to online/offline discussion during RAN1#79 meeting, some companies may still be wondering if RAN1 needs to have a new load factor to alternate the current RU.

Therefore, it would be better to discuss such fundamental points before discussing details of new metric proposals including current working assumption and the proposal in R1-145445.

Actually, following points can be discussed within this email discussion. 

1. Is it necessary to introduce a new load factor metric to classify evaluation results into different load conditions/congestion situations?  In other words, is the offered load, i.e., the arrival rate value λ, not sufficient for above purpose?
2. If the load factor metric is necessary, is there any problem/concern to utilize the current working assumption, i.e., buffer occupancy, as the load factor metric?
3. If the current working assumption is not appropriate for the load factor metric, do you have any idea/view on alternatives including the modified resource utilization proposed in R1-145445?

4. If we decide to have the load factor metric, how is it used to classify evaluation results? Or even if we don’t have the new load factor metric, is it necessary to define exact arrival rate values (or ranges) to classify evaluation results into different load conditions? If it is necessary, how to define the arrival rate values/ranges for different load conditions?

3. Companies’ views

1. Is it necessary to introduce a new load factor metric to classify evaluation results into different load conditions/congestion situations?  In other words, is the offered load, i.e., the arrival rate value λ, not sufficient for above purpose?

	Company name
	Views

	NTT DOCOMO
	Yes, we think introducing a new load factor is beneficial. The coexistence performance would be dependent on the congestion level. Therefore, we should evaluate the coexistence performance with multiple traffic load cases, i.e., by using multiple arrival rate values. However, we cannot decide appropriate arrival rate values or ranges to realize low/middle/high traffic load cases without observing actual resource utilizations in the coexistence scenario. Since the current RU is not appropriate for CSMA/CA mechanism, we need to modify the RU.

	CATT
	No, we don’t think there is a must to have a new load factor. The traffic arriving rate λ, which is independent from the channel access scheme (LAA or WIFI) is the essential parameter that we should discuss for the co-existence evaluations.
In the previous SCE studies, we selected the traffic arriving rates according to the RU, i.e. low ~ high resource utilization. However, as observed by several companies, RU of WIFI system may not always increase in corresponding to the increased traffic arriving rate. In other words, the RU of WIFI could hardly achieve a high value (e.g. higher than 60%) due to the increased contentions. Based on these initial evaluations and observations, we can discuss and select a reasonable range of traffic arriving rate for WIFI system, and for LAA system that replace the WIFI. For example, we can classify 10%/20%/40% resource utilization (existing RU definition) as low/medium/high load for WIFI system and determine the corresponding traffic arriving rate.

	LGE
	Yes, we agree that it is necessary to introduce a new load factor metric since the current RU metric does not consider the resource which cannot be used for transmission due to the LBT procedure of LAA system as well as WiFi system. 

	InterDigital
	We do not think that introduction of a new load factor is necessary for LAA evaluations. Traffic arrival rates are the primary driving factor to observe how system behavior varies for different offered traffic load points (low, medium, high). It is clear that the typically observed “linear” behavior where LTE resource utilization increases with increasing offered traffic load is not applicable as is for the 802.11 system. Channel occupancy time due to MAC/PLCP overhead and re-transmissions for 802.11 will vary quite non-linearly as a function of several contributing factors, to name a few, small vs/ large packet sizes for a given transmitter, number of transmitters carrying traffic in the BSS, frame aggregation on/off, etc. We do not think introduction of a load factor would help much to compare LTE and 802.11 results in the evaluations. There are fundamental differences between these two systems in terms of channel access, and therefore overhead incurred. We propose to simply scale down low/medium/high offered load points used in past LTE evaluation assumptions to a setting more suitable for 802.11 evaluations in LAA (see our answer onto point 4.). 

	Sharp
	Yes, we think a new load factor is beneficial for determination of the offered load.

Even if all companies use a common arrival rate value λ, performance metrics outputted by each company are widely disperse, since each company can use different options (such as antenna configuration, and introduction of 256 QAM and RTS/CTS) and implement different schemes (such as link adaptation, packet scheduling, and channel selection). It takes a lot of time to find suitable arrival rate values for each option and each scheme. A common load factor metric for different simulators is helpful for alignment between companies.

The current RU, which was used for the common load factor metric in the previous SCE studies, is not appropriate as reference to determine the offered load in coexistence evaluation, since the maximum value of the current RU depends on the number of nodes which are shared in the same space.

	Ericsson
	Yes, but we believe that the addition of buffer occupancy is sufficient and no other metric than this is needed currently.

	Fujitsu
	The buffer occupancy metric is proposed to address issues with the existing Resource Usage metric. However the perceived problem with RU (i.e. that it does not take into account that some resources are not “available”), may not be a show stopper in practice. For a given scenario the RU will give some indication of load, even though the maximum achievable value may be limited (to a value which depends on the scenario). The main difficulty would be comparing RU values between cases with different numbers of nodes.    

	Samsung
	We think introducing a new load factor would be beneficial to classify evaluation results into different load conditions. Since it was agreed that details on some evaluation methodologies (e.g. channel selection, WiFi rate control, and other optional parameters) are left up to each company, it is hard to find appropriate arrival rate value (or its range) to realize different load conditions.

	ALU, ASB
	We think introducing a new loading metric is beneficial for classifying evaluation results into different load conditions/congestion situations. It is difficult to tell from the offered load alone whether the system is heavily or lightly loaded, or how congested the system is. A good loading metric can help determine the appropriate values for the offered load in low/med/high load conditions.

	Huawei, HiSilicon
	We think it is beneficial to evaluate the coexistence performance under different traffic load conditions/congestion situations.  However, it is not persuasive that the current working assumption “buffer occupancy” would appropriately serve the purpose as an input parameter (See question 2 with more details). It is preferred to use traffic arriving rate λ as an input parameter and to use buffer occupancy as an output parameter.

	ZTE
	No, we don’t think there is a need to define a new load factor. The traffic arriving rate λ, which is the essential parameter that we should use for the co-existence evaluations as it is independent from the channel access scheme (LAA or WiFi).

	Intel
	Yes, we believe that it is necessary to introduce a new metric that characterizes how heavy the system load is (e.g., low/medium/high), through which we can better understand the performance metrics such as UPT and latency by analyzing the different behaviors for different load conditions. RU functions as such a metric for the LTE on licensed carriers. However, the RU is not an appropriate load indicator in the context of Wi-Fi/LAA due to LBT (detailed discussion is available in [2-4]). For this reason, a new metric, buffer occupancy was discussed and agreed as WA at RAN#79. It should be noted that a metric indicating how heavy the system load is a relative quantity that depends on how capable the system is. For instance, if LAA can provide higher throughput than Wi-Fi, LAA will lead to less load factor (less buffer occupancy) than Wi-Fi. Similarly, more sophisticated scheduling/rate selection algorithm will result in less buffer occupancy. This is not problematic but natural. Please note that this is the case for RU too, which has been widely used for studies of the LTE performance on licensed carriers. The arrival rate λ is an input parameter that can control the (relative) system load. However, the arrival rate itself is not sufficient to understand the relative load/congestion conditions of the system since the load/congestion conditions vary according to system configurations as well as the various algorithms applied (e.g., rate selection algorithm, LBT algorithm, etc.). As discussed at RAN#79, if one wishes to compare the performance between LAA and Wi-Fi (although the comparison is out of scope of the LAA SI), the performance should be compared with the same arrival rate, not with the same buffer occupancy.


2. If the load factor metric is necessary, is there any problem/concern to utilize the current working assumption, i.e., buffer occupancy, as the load factor metric?

	Company name
	Views

	NTT DOCOMO
	Actually, we don’t think the current working assumption, i.e., buffer occupancy, is perfect to alternate the current RU although its problem may not be so significant. For example, since HARQ waiting time is also considered as a time duration in which eNB has data in its buffer, this metric may be overestimated when the load is very low, e.g., no congestion case. In addition, when the traffic load is very high and for example 4 APs are fully sharing the resource in time domain (t0~t1 is used by AP1, t1~t2 is used by AP2, t2~t3 is used by AP3 and t3~t4 is used by AP4), basically the load factor metric should be 1 since there is no room for others. However, if the traffic in AP1 appears at t0, the traffic in AP2 appears at t1 and so on, i.e., a kind of “good timing” case, the buffer occupancy metric is less than 1 although also in this case there is no room for others. This example is shown in figure below.
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	CATT
	Even though not mandated in the simulations, the agreed WA can be reported by each company in order to show the system performance from another angle. And we don’t see much difficulty to collect and report in the simulator based on the agreed WA.

	LGE
	In the definition of buffer occupancy, “the period of time during which the i-th small cell/UE has data to transmit including retransmissions” includes channel sensing time and waiting time while the channel is busy. So, we think the buffer occupancy is sufficient as the load factor metric for DL only case. However, for UL traffic case, it is necessary to refine the buffer occupancy since we need per cell load factor metric (not per UE load factor metric) for UL case as well as for DL case.

	InterDigital
	We think that buffer occupancy as by the current WA is in principle sufficient. However, during submission of initial evaluation results, it may be useful to consider reporting the observed 802.11 channel occupancy time for data in buffer versus channel access time separately. For example, portions of overall data transfer delays incurred due to CSMA/MAC/PLCP overhead can be reported separately, or as a fraction of buffer occupancy, if that is desired. 

	Sharp
	The buffer occupancy as by the current working assumption includes the delay time due to busy channel in the numerator of the current RU, while the modified RU proposed in R1-145445 excludes the delay time from the denominator of the current RU. Both metrics can resolve the problem of the current RU.

We prefer the buffer occupancy as a baseline metric. We expect that results from companies with the same value of the load factor metric including the delay time become more stable regardless of the implementation. However, with only the buffer occupancy, we might not ensure the efficiency of LBT.

	Ericsson
	We think the current agreed WA on the buffer occupancy is sufficient. If any issue is identified with the metric this can be discussed at that point. In our view we do need to discuss the topic until any problem is identified.

	Fujitsu
	The proposed buffer occupancy metric has a significant potential drawback in that the buffer occupancy may be quite sensitive to factors such scheduler design and traffic model details (e.g. size of arriving data files). 

	Samsung
	We think that the current working assumption (i.e. buffer occupancy) is sufficient at least to classify evaluation results according to different load conditions. In addition, reporting the current RU (per cell or operator) would be beneficial to estimate LBT behavior between cells/operators since only the actual channel occupancy time can be included in the RU.

	ALU, ASB
	The buffer occupancy is generally sufficient to understand how heavy the system load is. The first issue raised by DOCOMO (over-estimate) in our view is a valid point, but it is not clear how much it would affect the results. It could be quite minor because it only affects the end of the FTP file transmission. If it is a concern, it could be addressed by revising the definition to include only the time when the eNB/AP is transmitting and the time when the buffer, excluding the data waiting for HARQ, is not empty.

	Huawei, HiSilicon
	The current working assumption of buffer occupancy includes the impacts of both channel resource availability and system transmission efficiency. Thus it does not solely reflect the channel occupancy and traffic load situation as an input parameter.
In addition, we would like to make a following clarification: Suppose in WiFi-WiFi coexistence simulation, certain buffer occupancy is set for victim and aggressor WiFi.  Then in WiFi-LAA coexistence simulation, whether the buffer occupancy of victim WiFi should retain, or the aggressor LAA should inherit the buffer occupancy of the aggressor WiFi? It is note that LAA and WiFi system would have different transmission efficiency and it may take great effort to adjust the traffic arriving rate λ to achieve the appointed buffer occupancy in each simulation.
Therefore, it is preferred that the buffer occupancy is not regarded as an input parameter to the system, but rather an output assistant metric for a given traffic arriving rate λ.

	ZTE
	As we answered to question 1, we don’t think there is a need to have a new load factor. The proposed buffer occupancy will be depended on factors other than traffic load (e.g., scheduler efficiency etc.). Strictly speaking, the buffer occupancy is not a load factor. To us, we doubt the fairness when comparing different companies’ results based on reported buffer occupancy. 

	Intel
	We think the current working assumption (i.e. buffer occupancy) is sufficient. 

We understand DOCOMO’s analysis w.r.t. HARQ operation. However, as discussed by ALU, ASB, it happens only for the last physical layer packet(s) of a FTP file. Moreover, given the agreed definition of the buffer occupancy, we may need to further discuss how to classify the evaluation results using the buffer occupancy, e.g., low buffer occupancy: X1%-X2%, medium buffer occupancy: X3%-X4%, high buffer occupancy: X5%-X6%. In this example, we would neither overestimate nor underestimate the system load since it just indicates the buffer occupancy that is well defined. 
Regarding Huawei and HiSilicon’s comments, yes, the buffer occupancy is an output metric and we should maintain the same arrival rate when (the aggressor) Wi-Fi is replaced with LAA. 


3. If the current working assumption is not appropriate for the load factor metric, do you have any idea/view on alternatives including the modified resource utilization proposed in R1-145445?

	Company name
	Views

	NTT DOCOMO
	We have proposed the modified RU definition considering CSMA/CA. In this metric, the denominator is {total channel occupied time + total channel idle time} for each AP. CCA duration and random back-off time should be included into the channel busy time so that the metric becomes 1 in case of “full congestion” as shown in the figure in our answer to Q2. Since this metric follows the concept of current RU definition, i.e., this metric is the occupied resource divided by total available resource, this metric would cause neither overestimation nor underestimation.
[Additional comments]

We could understand that companies have the concern on our proposed load factor metric in terms of simulation complexity. We’d like to share our view on this issue. Firstly, since the listening-before-talk functionality itself is already implemented in the simulator of each company, the additional work in implementation is only to make it happen without any condition (previous condition may be whether the buffer is empty or not). Therefore, the complexity of constructing the platform is not really increased. Secondly, the simulation time is another point of concern. We have compared total simulation time before and after using the proposal by assuming different scenarios under different traffic load. It is observed that the duration is not significantly increased, e.g., even in the worst case the increased simulation time is about 28%. In addition, in high traffic load case, generally the simulation time is longer than that in low traffic load case due to higher opportunity of LBT, while the increased simulation time due to our proposal is marginal in the high load case. Anyway, we need to provide performance in low, medium and high traffic load at the same time, so we think the increase of maximum simulation time is marginal.
Moreover, we also compare the traffic load indicator by using working assumption and proposal in R1-145445 with the same packet of simulated data. Here we assume following 4 types of time duration:

1. Transmission time

2. Time duration due to LBT

3. Channel Busy time when no traffic

4. Channel Idle time when no traffic

In order to illustrate them, the figure below gives an example. Since the ratio of 3 and 4 is not distinguished, the load is underestimated if the ratio of 3 is large. 

[image: image2.png]AP1~AP4 — - . WW Packet arrival time

AP1 4 4 4

AP2 4 i 4 4
AP3 4 4 . 4





Generally speaking, we think R1-145445 is closer to the truth and should be used as the traffic load indicator. However, if majority of the companies support to use WA, we could accept to use it as the main traffic load indicator and others as complimentary information.

	CATT
	We see the significant increase of the simulation effort to report the modified RU as proposed in R1-145445. With this RU definition, each AP/UE shall keep checking the channel availability per CCA time slot in the simulation, irrespective to the buffer status. Therefore the simulation efforts are increased, especially when shadowing and small scale fading are considered in the CCA check. 
Please note that companies are still free to provide any additional performance metrics they believe beneficial, even without new agreements on the new load factor. 

	LGE
	In order to make the buffer occupancy applicable to both DL and UL traffic case, we propose that the buffer occupancy is defined as “Buffer occupancy of the i-th small cell (Wi-Fi & LAA) = sum of the period of time during which at least one of the i-th small cell and UEs (belonging to the i-th small cell) has data to transmit including retransmissions (i.e., its queue is not empty) / total simulation time” and average buffer occupancy is defined as “buffer occupancy averaged over the all small cells of the same operator”. For the load factor metric proposed in R1-145445, similar to CATT, we have a concern that it may cause more simulation burden since we have to check the channel availability even in empty buffer case.

	InterDigital
	Our primary concern with the proposal in R1-145445 is the greatly increased complexity for simulations to do the bookkeeping for each transmitter in the BSS even during idle intervals when there is no data to transmit. We think that there is no fundamental problem in reporting any desired additional metrics for LAA evaluations to provide insight into observed 802.11 or LTE behavior during evaluations, as long as such metrics can be collected while data is actively being scheduled or available for transmission in buffers.

	Sharp
	We think at least the buffer occupancy should be introduced as the load factor metric.

On top of that, the modified RU can be introduced as a performance metric. The modified RU represents PHY layer characteristics well. It can be useful to investigate an efficient LBT scheme for LAA.

	Ericsson
	We currently do not see that any other metric than WA on buffer occupancy is needed. We are also concerned about increased complexity for the simulations with respect to R-145445 proposal.

	Fujitsu
	The proposal in R1-145445 (or something similar) would work very well (and could be optionally reported), but would add significant complexity to simulations. The existing RU metric, possibly supplemented by the buffer occupancy metric, are much simpler and should be sufficient.

	Samsung
	For the load factor metric, the current working assumption would be preferred since the modified RU proposed in R1-145445 could increase evaluation burden, especially for low load condition, to check the channel status irrespective of buffer status.

	ALU, ASB
	Although the proposed metric in R1-145445 is reasonable, we share the same concern as other companies in terms of the increased simulation complexity.

	Huawei, HiSilicon
	As we explained online, we understand the intention of R1-145445, but we share the concern of the increased simulation complexity for continuous detecting channel availability.

	ZTE
	We are also concerned about increased simulation complexity with respect to R-145445 proposal.

	Intel
	From the pure technical point of view, we don’t have a strong preference between the current working assumption and the proposal in R1-145445 since we think the difference in the resulting metric values would not be significant. Indeed, the former focuses on the perspective of eNB status while the latter focuses on the resource perspective and both of them seem to make sense. However, we prefer the current working assumption in the simulation due to the complexity concern discussed by other companies.
The current definition of buffer occupancy would not be appropriate for UL. In DL only Wi-Fi/LAA, the buffer occupancy of one eNB/AP is determined by the sum of data of all UEs associated with the eNB/AP. However, in UL, the buffer occupancy is computed for each UE and therefore it could be low even in the case when there are a large number of UEs and the medium is highly congested. We strongly support the modified definition proposed by LGE, where the same principle is applied to both DL and UL and therefore common interpretation/insight can be applied to both DL and UL. Note that the modified definition is exactly the same as the current WA for the DL only case. 


4. If we decide to have the load factor metric, how is it used to classify evaluation results? Or even if we don’t have the new load factor metric, is it necessary to define exact arrival rate values (or ranges) to classify evaluation results into different load conditions? If it is necessary, how to define the arrival rate values/ranges for different load conditions?

	Company name
	Views

	NTT DOCOMO
	As we argued in our answer to Q1, we should use the new load factor metric to classify evaluation results according to different congestion levels, i.e., low/middle/high traffic loads. We can reuse 20/40/60% modified RU as references of the metric value for low/middle/high traffic cases. If necessary, we can update reference RU values after seeing the evaluation results.

	CATT
	We can discuss and select a set of traffic arriving rate λ values to cover the low/medium/high traffic load situations, which can be based on the previous SCE study experience and/or initial WiFi evaluations. Alignment of the traffic arriving rate values is important so that we can compare and capture the results from multiple companies into the TR in a much easier way. The introduction of new load factor metric is not necessary for this purpose.

	LGE
	Based on the buffer occupancy, we can classify the traffic load levels such as low/medium/high level. Then, we can select possible values of λ covering low/medium/high traffic level. We think that it is sufficient to decide the reference values of the buffer occupancy, e.g., 20/50/70%. Even if the exact λ values are defined, simulation results from companies cannot be aligned due to several optional features such as 256 QAM and RTS/CTS.

	InterDigital
	As mentioned in our reply onto Point 1, we propose to simply scale down low/medium/high offered load points used in past LTE evaluation assumptions to a setting more suitable for 802.11 evaluations in LAA. For example, we can use offered load points corresponding to LTE 10-20-40% RU for the coexistence scenarios by using the conservative rule that experienced 802.11 MAC rates will typically be order of 70-75% of L1 observed rates with 802.11n/ac. Introduction of a new load factor for evaluation purposes would not be necessary according to us.

	Sharp
	The buffer occupancy should be used to determine the offered load in step 1 of Wi-Fi-LAA coexistence case and LAA-LAA coexistence case. As for a reference for low/middle/high load case, we should check whether the values proposed in R1-145336 are comparable to 20/40/60% RU in the previous SCE. In step 2 of Wi-Fi-LAA coexistence case, we should use the same offered load determined in step 1 of Wi-Fi-LAA coexistence case.

	Ericsson
	We share the same view as LGE. The buffer occupancy can be used to classify different levels of the traffic load and this is sufficient for now. If at a later point any issue is identified it can be discussed at that point.

	Fujitsu
	Whichever metric(s) are used it will be necessary to investigate behaviour with respect to different traffic loads, and check the maximum value that a given metric can achieve in particular cases. Values such as 10%, 30%, 70% of the maximum possible metric value may be appropriate for defining low/medium/high loading cases. 

	Samsung
	The buffer occupancy can be used to classify evaluation results according to different traffic loads. 20/40/60% of buffer occupancy could be reference values for low/med/high loading, respectively.

	ALU, ASB
	The buffer occupancy can be used to classify the traffic load into low/med/high. But the buffer occupancy should be reported together with the offered load. This would help understand how different mechanisms impact the system performance.

	Huawei, HiSilicon
	Our view on how to classify the low/middle/high load is as following:
1. Simulate the WiFi and LAA coexistence performance given a series of offered traffic arriving rate λ, e.g, λ=0.1,0.2,…1

2. Observe the output metrics, including UPT, latency and buffer occupancy under different offered traffic λ;

3. Select the low/middle/high buffer occupancy observation point, e.g, 20%/40%/60%, and classify the corresponding UPT/latency performance under this load. It needs to decide whether WiFi or LAA buffer occupancy is used to determine the observation point. 

	ZTE
	As we answered to question 1 and 2, the traffic arriving rate λ, in our opinion, is the essential parameter that we should use to align different companies’ results for this co-existence evaluation study. A set of λ values can be chosen for different load conditions.  

	Intel
	We have the same view as Huawei and HiSilicon with the following comments: 

· At least for the study of coexistence between Wi-Fi and LAA, the observation point can be chosen based on the buffer occupancy of the Wi-Fi network given that the aggressor Wi-Fi is replaced by LAA and we are mainly interested in the Wi-Fi performance to make sure that the Wi-Fi performance is not degraded by LAA. For coexistence of LAA networks between two operators, we may need to modify the observation points (or simply add more points) to simulate high load conditions since it is expected that LAA outperforms Wi-Fi (e.g., at least due to additional licensed carrier), which will lead to lower buffer occupancy than the Wi-Fi network.   

· Since the buffer occupancy is an output metric, it would be difficult to find an exact λ leading to a particular buffer occupancy value. Therefore, it would be desirable to choose a range rather than a point for each load situation, e.g., for low/medium/high buffer occupancy, we can choose 15-25%/35-45%/55-65%, rather than 20%/40%/60%. 
To elaborate, two possible alternatives of how individual companies can submit the simulation results for different λ’s are given below.
Alternative 1: Buffer occupancy (BO), UPT, and latency (LAT) for different λ’s
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Alternative 2: UPT and latency (LAT) for different buffer occupancy observation points based on the reference Wi-Fi network (i.e., Xi is obtained from the Wi-Fi network at Step 1)
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We could capture the simulation results from different companies in the TR in a similar way to Alternative 2. 


4. Conclusion 

[Proposed conclusion]
· No consensus on new load factor metric other than the current working assumption

· Companies can report output load factor metric in addition to the offered traffic and performance metrics such as UPT and latency
· Baseline of output load factor metric is Buffer occupancy
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