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1. Introduction
In RAN1 #78bis meeting, companies have agreed the simulation parameters for phase one simulation [1]. The major goal of phase one simulation is to evaluate Rel-12 DL MIMO performance using the latest 3D channel model. In [2], the terminologies are clarified with regard to defining one 2D antenna array. Although the parameters for defining a 2D antenna array for phase one simulation is relatively stable, the antenna configurations for the phase two study is still widely open. Those details include the array size in the phase two study, antenna virtualization techniques to map antenna elements to TXRU, etc. In [3], we have recommended to study antenna arrays with more than four columns of antenna elements. In this contribution, we would like to address the other important aspect of “TXRU virtualization” which would have significant impact on the performance of FD-MIMO systems. In [4], we gave some initial simulation results on the throughput improvement of FD-MIMO using sub-space based TXRU virtualization technique and full buffer traffic model. In this contribution we would like to provide more system level results based on FTP traffic model one which is considered to be more realistic than full buffer traffic model by 3GPP.
2 [bookmark: _Ref403071958]2D TXRU Virtualization Technique
We consider a 2D antenna array defined in [2]. It is illustrated in Figure 1 for convenience.


[bookmark: _Ref378187053]Figure 1: 2D antenna array defined in [2].
Mathematically, the received signal in an FD-MIMO system can be described by:
                                                                               (1)
where y is the  received vector;  is the  channel matrix;  is the  precoding matrix; is the   data symbol vector; n is the  noise vector;  is the number of receiving antennas;  is the number of antenna elements, and  is the number of layers. If the employed antenna array is a 2D antenna array as shown in Figure 1,  and  is usually much greater than 8. For example, when N = 4 and M = 8, . Please be noted that if M=1, the 2D antenna array is reduced to one dimension antenna array.
Without adding a larger number of TXRUs, one way to implement the system is to virtualize the total  antenna elements into  TXRUs and use one to one mapping from TXRU to CSI-RS antenna port. This allows implementing FD-MIMO technology with minimum cost. By doing so, (1) can be written as:
                                                            (2)
where  is an  matrix;  is an  matrix;  is the effective channel matrix with dimensions , and .
The proposed antenna virtualization method is described by the following steps:
Step 1: The eNB estimates each UE uplink channel matrix   from uplink sounding.
Step 2: The eNB calculates the composite channel covariance matrix Rave:
                                                                 (3)
where S denotes number of UEs in the cell served by the eNB.
Step 3: The eNB performs singular value decomposition (SVD) of the composite channel covariance matrix 
                                                                            (4)
where  is the matrix of eigenvectors of   and  is a diagonal matrix of eigenvalues of .
Step 4: The eNB uses the c strongest eigenvectors to construct the antenna virtualization matrix according to:
                                                                        (5)
where vn, n=1…Nc, denotes the n-th eigenvector of .
Step 5: The UE measures the CSI from the CSI-RS of the c ports, quantizes the amplitude and phase of its preferred precoder using scalar quantization and feeds back the channel quality indicator (CQI) together with the quantized precoder to the eNB.
Due to the existence of spatial reciprocity in FDD systems [7][8][9][10], the proposed 2D TXRU virtualization technique is applicable for both TDD and FDD systems.
3 System Level Performance of 2D TXRU Virtualization 
In this section, we present the system level throughput gain of 2D TXRU virtualization compared to the phase one baseline results we provided in [5] using FTP traffic model one. For FD-MIMO systems, we use a 2D virtualization technique to map 64 (N=4, M=8) antenna elements to 8 TXRUs and UE uses wideband beamforming based feedback. In the simulation, we update the TXRU virtualization matrix each time one new packet arrives according to section 2 and the same TXRU virtualization matrix is used throughout the packet life cycle. When the traffic load is high, the update of TXRU virtualization matrix can be made even slower, e.g. not once every time a new packet arrives. This is due to the fact that the channel sub-space for one given cell can be eventually stable after refining it using enough channel realizations. So at certain load adding more users into the cell does not change the sub-space further. Those 8 TXRUs are mapped to 8 CSI-RS ports using one to one mapping to cover the three-dimensional cell. A greedy scheduler tries to maximize the throughput per RBG by testing MIMO hypotheses from SU-MIMO to MU-MIMO including all active UEs. For the phase one results, 8 vertical antenna elements are mapped to one CRS port using DFT based narrow vertical beam. In the case of the FD-MIMO, single antenna element gain pattern is applied for one CRS port in order to maximize its throughput [6].
[bookmark: _Ref402961952]Table 1: System Throughput Gain of FD-MIMO VS. Phase One, UMa with 500m ISD, 2GHz


Table 2: System Throughput Gain of FD-MIMO VS. Phase One, UMa with 200m ISD, 2GHz


Table 3: System Throughput Gain of FD-MIMO VS. Phase One, UMa with 200m ISD, 3.5GHz


Table 4: System Throughput Gain of FD-MIMO VS. Phase One, UMi with 200m ISD, 2GHz


[bookmark: _Ref402961960]Table 5: System Throughput Gain of FD-MIMO VS. Phase One, UMi with 200m ISD, 3.5GHz


From the results we presented from Table 1 to Table 5, we can observe significant user throughput gain in all the tested FTP loads. Depending on the scenario and tested FTP load, the cell edge user throughput gain varies from the lowest possible gain 16% (UMa with 500m ISD at 2GHz and FTP load 1.5) to the highest possible gain 202.9% (UMa with 200m ISD at 3.5GHz and FTP load 4). Similarly the 50%-ile user throughput gain varies from 21% to 93% and the mean user throughput gain varies from 15% to 88% respectively. As such, we have below observation and proposal:
Observation: Significant user throughput gain can be obtained using sub-space based 2D TXRU virtualization technique to virtualize 64 antenna elements to 8 TXRUs.
Proposal: Capture the sub-space based 2D TXRU virtualization technique in this paper into the FD-MIMO TR.
4 System Level Performance of 1D TXRU Virtualization 
As described in [3], 1D TXRU virtualization can be one alternative to 2D TXRU virtualization. One of such 1D TXRU virtualization can be simply defined by using one length K DFT vector to map K consecutive antenna elements in the vertical dimension into one TXRU. For example, we can use K=4 DFT vector to map the antenna elements of one 2D array with (N=2, M=8, P=2) into 8 TXRUs. And we use the antenna down-tilt values defined for phase one simulation for the 1D virtualization vector.  In this section we compare the performance of 1D TXRU virtualization with 2D TXRU virtualization technique we provided in section 2 for the same antenna array and number of TXRUs. For 1D TXRU virtualization, we used non-quantized Eigen beams with rank adaptation. On the other hand for 2D TXRU virtualization, we use quantized Eigen beams with rank adaptation. Thus the 2D TXRU virtualization is put to disadvantage in the comparison. Table 6 presents the user throughput of 2D virtualization and the relative gain over 1D virtualization. It can been seen that only in one data point when the system load is extremely low, 1D virtualization has slightly better performance than 2D virtualization. And this can be due to the ideal CSI quantization of 1D virtualization. As the FTP load becomes higher, 2D virtualization significantly outperforms 1D virtualization. And the highest cell edge user throughput gain is over 100% in FTP load 4. And we did not list the user throughput results for the scenarios as they show the same trend.
[bookmark: _Ref403072483]Table 6: System Throughput Gain of 2D VS. 1D TXRU Virtualization for (N=2, M=8, K=4), UMa with 200m ISD, 3.5GHz


[bookmark: _GoBack]Observation 2: 2D TXRU virtualization significantly outperforms 1D TXRU virtualization.
5 Conclusion
In this contribution, we presented one way to virtualize 64 antenna elements into 8 TXRUs using sub-space based 2D virtualization. The proposed virtualization technique only relies on long term spatial reciprocity not short term channel reciprocity, thus it is applicable to both TDD and FDD systems. The update rate of the TXRU virtualization matrix can be as slow as the packet arrival rate or even slower. We also compared the user throughput gain over Rel-12 baseline MIMO system defined in the phase one simulation. Our results show that significant user throughput gain can be achieved in all tested FTP loads and all scenarios. As such, we propose to capture the 2D TXRU virtualization technique in this paper into the FD-MIMO TR. Below are the recapped observation and proposal:
Observation 1: Significant user throughput gain can be obtained using sub-space based 2D TXRU virtualization technique to virtualize 64 antenna elements to 8 TXRUs.
Observation 2: 2D TXRU virtualization significantly outperforms 1D TXRU virtualization.
Proposal: Capture the sub-space based 2D TXRU virtualization technique in this paper into the FD-MIMO TR.
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image2.emf
FTP_Load(pkt/sec/cell) 1 1.5 2 2.5 3 3.5 4

5%-ile_UPT_(kbps) 18099.5 13114.8 11730.2 8639.31 7858.55 7029.88 4895.96

50%-ile_UPT_(kbps) 43010.8 33057.9 26315.8 23391.8 20942.4 18264.8 13559.3

mean_UPT_(kbps) 41786.9835882.6831215.7227357.7324368.2221680.9117454.65

5%-ile_UPT_gain(%) 144.796 116.721 181.525 126.782 149.116 169.42 173.317

50%-ile_UPT_gain(%) 121.506 121.488 125.658 121.637 128.795 142.922 125.424

mean_UPT_gain(%) 114.904 111.829 122.919 120.177 120.696 133.322 130.61

Resource_Utilization 0.099 0.18 0.257 0.364 0.44 0.515 0.655
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uma_2GHz

		FTP_Load(pkt/sec/cell)		1		1.5		2		2.5		3		3.5		4

		5%-ile_UPT_(kbps)		18099.5		13114.8		11730.2		8639.31		7858.55		7029.88		4895.96

		50%-ile_UPT_(kbps)		43010.8		33057.9		26315.8		23391.8		20942.4		18264.8		13559.3

		mean_UPT_(kbps)		41786.975		35882.68		31215.716		27357.729		24368.22		21680.914		17454.652

		5%-ile_UPT_gain(%)		144.796		116.721		181.525		126.782		149.116		169.42		173.317

		50%-ile_UPT_gain(%)		121.506		121.488		125.658		121.637		128.795		142.922		125.424

		mean_UPT_gain(%)		114.904		111.829		122.919		120.177		120.696		133.322		130.61

		Resource_Utilization		0.099		0.18		0.257		0.364		0.44		0.515		0.655
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FTP_Load(pkt/sec/cell) 1 1.5 2 2.5 3 3.5 4

5%-ile_UPT_(kbps) 23668.6 16326.5 14440.4 12084.6 9411.76 8791.21 7782.1

50%-ile_UPT_(kbps) 49382.7 43956 38461.5 29850.7 25316.5 21505.4 19230.8

mean_UPT_(kbps) 46061.18 4224538673.3333265.2628524.24 24888.523531.91

5%-ile_UPT_gain(%) 182.84 140 187.364 193.656 139.529 176.703 232.49

50%-ile_UPT_gain(%) 125.926 153.846 173.077 166.418 147.468 154.839 183.173

mean_UPT_gain(%) 121.755 132.235 149.453 157.9 136.168 143.303 178.767

Resource_Utilization 0.083 0.14 0.209 0.292 0.389 0.454 0.536
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		FTP_Load(pkt/sec/cell)		1		1.5		2		2.5		3		3.5		4

		5%-ile_UPT_(kbps)		23668.6		16326.5		14440.4		12084.6		9411.76		8791.21		7782.1

		50%-ile_UPT_(kbps)		49382.7		43956		38461.5		29850.7		25316.5		21505.4		19230.8

		mean_UPT_(kbps)		46061.175		42245		38673.327		33265.259		28524.242		24888.496		23531.908

		5%-ile_UPT_gain(%)		182.84		140		187.364		193.656		139.529		176.703		232.49

		50%-ile_UPT_gain(%)		125.926		153.846		173.077		166.418		147.468		154.839		183.173

		mean_UPT_gain(%)		121.755		132.235		149.453		157.9		136.168		143.303		178.767

		Resource_Utilization		0.083		0.14		0.209		0.292		0.389		0.454		0.536
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FTP_Load(pkt/sec/cell) 1 1.5 2 2.5 3 3.5 4

5%-ile_UPT_(kbps) 20408.2 15625 13513.5 12658.2 10416.7 7984.03 8146.64

50%-ile_UPT_(kbps) 51282.1 43478.3 36036 31250 24844.7 19802 19138.8

mean_UPT_(kbps) 47365.1641671.9836945.9733582.1328811.7423489.5422895.69

5%-ile_UPT_gain(%) 146.939 125.781 159.459 213.924 192.709 172.854 302.851

50%-ile_UPT_gain(%) 134.616 139.131 155.856 164.844 173.913 162.377 176.076

mean_UPT_gain(%) 131.65 127.401 138.478 148.552 161.951 148.492 166.142

Resource_Utilization 0.086 0.144 0.212 0.282 0.366 0.469 0.538
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uma2_3.5GHz

		FTP_Load(pkt/sec/cell)		1		1.5		2		2.5		3		3.5		4

		5%-ill_UPT_(kbps)		20408.2		15625		13513.5		12658.2		10416.7		7984.03		8146.64

		50%-ill_UPT_(kbps)		51282.1		43478.3		36036		31250		24844.7		19802		19138.8

		mean_UPT_(kbps)		47365.155		41671.981		36945.969		33582.125		28811.738		23489.54		22895.692

		5%-ill_UPT_gain(%)		146.939		125.781		159.459		213.924		192.709		172.854		302.851

		50%-ill_UPT_gain(%)		134.616		139.131		155.856		164.844		173.913		162.377		176.076

		mean_UPT_gain(%)		131.65		127.401		138.478		148.552		161.951		148.492		166.142

		Resource_Utilization		0.086		0.144		0.212		0.282		0.366		0.469		0.538
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FTP_Load(pkt/sec/cell) 1 1.5 2 2.5 3 3.5 4

5%-ile_UPT_(kbps) 27972 17167.4 13157.9 12779.6 10554.1 9456.26 6956.52

50%-ile_UPT_(kbps) 54054.1 51282.1 37037 33898.3 25477.7 25806.5 19802

mean_UPT_(kbps) 50919.8245591.4637793.7736534.4429557.9930186.2724409.13

5%-ile_UPT_gain(%) 281.818 163.519 160.526 197.125 207.388 234.752 235.13

50%-ile_UPT_gain(%) 164.865 182.052 163.889 170.339 160.51 191.613 193.564

mean_UPT_gain(%) 147.646 146.239 140.261 157.244 148.201 175.475 188.758

Resource_Utilization 0.073 0.133 0.223 0.261 0.384 0.417 0.535
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umi_2GHz

		FTP_Load(pkt/sec/cell)		1		1.5		2		2.5		3		3.5		4

		5%-ile_UPT_(kbps)		27972		17167.4		13157.9		12779.6		10554.1		9456.26		6956.52

		50%-ile_UPT_(kbps)		54054.1		51282.1		37037		33898.3		25477.7		25806.5		19802

		mean_UPT_(kbps)		50919.82		45591.458		37793.768		36534.438		29557.992		30186.267		24409.131

		5%-ile_UPT_gain(%)		281.818		163.519		160.526		197.125		207.388		234.752		235.13

		50%-ile_UPT_gain(%)		164.865		182.052		163.889		170.339		160.51		191.613		193.564

		mean_UPT_gain(%)		147.646		146.239		140.261		157.244		148.201		175.475		188.758

		Resource_Utilization		0.073		0.133		0.223		0.261		0.384		0.417		0.535
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FTP_Load(pkt/sec/cell) 1 1.5 2 2.5 3 3.5 4

5%-ile_UPT_(kbps) 22727.3 17241.4 14336.9 11396 9900.99 8316.01 8547.01

50%-ile_UPT_(kbps) 53333.3 47619 36036 30075.2 25477.7 22727.3 20618.6

mean_UPT_(kbps) 48974.3543423.6137600.3634360.0930630.6126946.2825492.72

5%-ile_UPT_gain(%) 217.046 166.379 198.208 194.017 228.713 196.674 333.761

50%-ile_UPT_gain(%) 172 169.048 181.982 156.391 171.975 176.137 205.67

mean_UPT_gain(%) 145.191 136.18 154.989 156.128 166.208 160.66 197.57

Resource_Utilization 0.08 0.137 0.209 0.28 0.373 0.455 0.528
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umi_3.5GHz

		FTP_Load(pkt/sec/cell)		1		1.5		2		2.5		3		3.5		4

		5%-ile_UPT_(kbps)		22727.3		17241.4		14336.9		11396		9900.99		8316.01		8547.01

		50%-ile_UPT_(kbps)		53333.3		47619		36036		30075.2		25477.7		22727.3		20618.6

		mean_UPT_(kbps)		48974.347		43423.607		37600.36		34360.086		30630.611		26946.278		25492.719

		5%-ile_UPT_gain(%)		217.046		166.379		198.208		194.017		228.713		196.674		333.761

		50%-ile_UPT_gain(%)		172		169.048		181.982		156.391		171.975		176.137		205.67

		mean_UPT_gain(%)		145.191		136.18		154.989		156.128		166.208		160.66		197.57

		Resource_Utilization		0.08		0.137		0.209		0.28		0.373		0.455		0.528
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FTP_Load(pkt/sec/cell) 1 1.5 2 2.5 3 3.5 4

5%-ile_UPT_(kbps) 16393.4 12779.6 12658.2 9389.67 7648.18 6802.72 5398.11

50%-ile_UPT_(kbps) 48780.5 33613.4 28777 21978 18264.8 17621.1 13559.3

mean_UPT_(kbps) 44904.5535529.8732378.6825196.2321885.4920764.2616974.64

5%-ile_UPT_gain(%) 98.36 107.348 128.164 129.343 138.241 150 204.049

50%-ile_UPT_gain(%) 108.537 115.126 110.792 117.582 129.223 138.325 146.44

mean_UPT_gain(%) 107.398 110.143 108.079 116.374 129.057 134.695 150.796

Resource_Utilization 0.093 0.186 0.228 0.366 0.456 0.54 0.658
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uma2_3.5GHz

		FTP_Load(pkt/sec/cell)		1		1.5		2		2.5		3		3.5		4

		5%-ile_UPT_(kbps)		16393.4		12779.6		12658.2		9389.67		7648.18		6802.72		5398.11

		50%-ile_UPT_(kbps)		48780.5		33613.4		28777		21978		18264.8		17621.1		13559.3

		mean_UPT_(kbps)		44904.554		35529.867		32378.675		25196.227		21885.493		20764.257		16974.636

		5%-ile_UPT_gain(%)		98.36		107.348		128.164		129.343		138.241		150		204.049

		50%-ile_UPT_gain(%)		108.537		115.126		110.792		117.582		129.223		138.325		146.44

		mean_UPT_gain(%)		107.398		110.143		108.079		116.374		129.057		134.695		150.796

		Resource_Utilization		0.093		0.186		0.228		0.366		0.456		0.54		0.658






