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1 Introduction

During the RAN1 #78bis meeting, several agreements defining D2D transmitter behavior were made:
Agreement:
· For both Mode 1 and Mode 2, the T-RPT bit-map repeats throughout the saPeriod.

· The number of MAC PDUs or bit-map repetitions is not signaled by D2D TX UE or eNB.

However, there are still some open questions related to MAC PDU transmission inside T-RPT:

FFS till RAN1#79:
· Note that it is permitted to not transmit a MAC PDU on any of the sets of 4 transmission opportunities for a single MAC PDU within an saPeriod if the UE does not have any MAC PDUs to transmit at that point.
· Is it permitted in mode 1 to not transmit SA if the UE has no data to transmit?
In this contribution, we address these questions and discuss other remaining details of the D2D TX behavior for Mode-1 and Mode-2 resource allocation modes.
2 Mode-1 D2D TX Behavior
2.1 D2D Grant Aspects
On D2D TX behavior in case of D2D grant reception

So far it was not discussed, whether UE (D2D TX) is mandated to send SA and corresponding data upon reception of the D2D grant (DCI Format 5). The UE may not have data in the TX buffer upon reception of the D2D grant or the amount of data may not match the amount of resources allocated by eNB. Given that eNB may not know the MCS used for D2D transmission (in case it is not configured through RRC) and thus remaining amount of data, it may happen that UE TX buffer is almost empty or UE has almost transmitted all data.

Another example is a conflict with more prioritized transmission. For instance, the SA transmission may overlap with WAN transmission in time, or the available power headroom is reserved for WAN transmission on another carrier and there is no enough transmit power budget for D2D. It may be argued that this situation is unlikely to happen in Mode-1, since eNB fully controls the D2D operation, however in this case it should be clearly stated that such situation is as an error case. Alternatively, UE D2D TX behavior needs to be defined so that eNB is aware about D2D TX actions.
Proposal 1
· UE skips SA and data transmission if it has conflict with more prioritized WAN operation or it has not data to transmit.
On D2D Grant Reception Failure
The misdetection of D2D grant may cause significant wastage of the Mode-1 D2D resources. Another issue is that eNB is unaware about misdetection and thus is not aware about UE transmit behavior. One possible solution is to send ACK, if UE receives the D2D grant, so that eNB can resend D2D grant if it was not acknowledged. Alternative solution is to reduce the probability of D2D grant misdetection by using multiple D2D grant transmissions. For this purpose, eNodeB may configure the set of subframes where D2D grant can be expected by the UE (D2D TX). The UE is expected to monitor these subframes for D2D grant and should not expect D2D grants in other subframes.
Proposal 2
· Discuss if a mechanism to ensure more reliable D2D grant reception is needed.
On Multiple D2D Grants in a Single SA Cycle
So far it was not discussed if D2D transmitter is supposed to receive multiple D2D grants per Mode-1 scheduling cycle with different non-overlapped in time resource allocations (e.g. orthogonal T-RPTs) and whether it is allowed to schedule multiple transmit sessions (multiple Group indexes) of a D2D TX in a single SA cycle. Although the final decision may require RAN2 and SA WGs considerations, from the RAN1 perspective it is possible to schedule orthogonal in time transmissions (both SA and data) for multiple sessions inside a single resource pool for certain SA and Data pool configurations.
Proposal 3
· RAN1 WG to discuss if multiple D2D grants can be allocated for one SA scheduling cycle.
2.2 On T-RPT and MAC PDU Transmission
In this section, we discuss how MAC PDUs may be mapped into T-RPT assigned by eNB. In order to simplify further discussion we introduce the following term:

Transmission Opportunity Bundle (TOB) – 4 consecutive transmission opportunities within T-RPT, where the start transmission opportunity bundle index is multiple of 4.
On Skipping of TOBs within T-RPT
It was not finalized yet by RAN1 WG whether D2D TX that indicated particular T-RPT index in SA shall transmit on all time resources indicated by a given T-RPT index or can skip transmission on a subset of TOBs within T-RPT (as shown in Figure 1). For instance, it is not clear what should be D2D TX behavior if there is no data left in the TX buffer.
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Figure 1. Illustration of transmission opportunity bundles.
There are two possible alternative behaviors from the D2D TX side:
Alt 1.  Transmit on all T-RPT resources (unless there is a collision with WAN transmission). In this case, even if UE does not have data in the TX buffer, it transmits “dummy” bits or e.g. repeats retransmission of previous MAC PDU(s) until new data are available. If this principle is agreed, it may simplify link adaptation and interference control (if defined in future releases), since eNB knows the interference source at each subframe during SA period. However, it may introduce unnecessary interference to ongoing parallel transmissions, increase UE energy consumption and reduce time reuse factor for low data rates.
Alt 2.  Skip transmission within T-RPT. In this case, two additional scenarios need to be considered:
a) MCS is set by eNB signaling. In this case, eNB controls/knows the instantaneous UE transmit data rate and may adjust the amount of allocated resources according to the UE buffer status reports.
b) MCS is decided by an UE. In this case, eNB cannot control instantaneous transmit data rate. Therefore if transmit behavior is not specified, the UE may skip the transmission opportunity bundles if buffer is empty.

In practice, in both of these scenarios, it may happen that D2D TX buffer is empty and thus instead of sending dummy/padding bits it may be easier to skip transmission.

The open question is whether UE is allowed to resume transmission if new data appear during ongoing SA period or to intentionally skip some TOBs even if data for transmission are available. In our view, such D2D TX behavior should be prevented at least for Mode-1, since the role of resource management for Mode-1 operation belongs to eNB.
Proposal 4
· For Mode-1, a D2D TX may stop D2D transmission within T-RPT, if TX buffer is empty.

· A D2D TX shall not resume the D2D transmission within SA cycle if transmission was stopped due to empty buffer.
2.3 Switching between Mode-1 and Mode-2

For smooth switching from the Mode-1 to Mode-2 pool, an eNB may associate a subset of Mode-1 SA resources in order to implicitly indicate to D2D receivers about upcoming switching of D2D TX to the Mode-2 pool. For instance, if eNB scheduled D2D TX in the associated SA resource, it implicitly indicates to D2D receivers that starting from the next SA cycle the D2D TX operates in Mode-2 pool. Alternatively, D2D TX may use L2 signaling to indicate transition to the new data pool.
Observation 1
· A mechanism to enable smooth transition of the D2D TX from the Mode-1 to Mode-2 pool or vice versa needs to be defined.

3 Mode-2 D2D TX Behavior
3.1 On D2D TX Buffering Strategies

For Mode-2, D2D TX behavior needs to be finalized as well. Similar to Mode-1 it needs to be decided whether UE can skip transmission on the TOBs within T-RPT. In Mode-2, skipping can be utilized by D2D TX to enable additional interference randomization in time. In particular, UEs may intentionally skip transmission on a set of T-RPT TOBs subject to the current buffer status and latency constraints. This principle relates to the UE buffering strategy implementation. The following two UE behaviors may be foreseen in terms of UE buffering:

· Transmit upon packet arrival. When a packet arrives to the L1/L2 layer, the UE transmits it in the nearest TOB within the selected T-RPT (Figure 2). This may assume the possibility to send SA even if there are no packets in the buffer but the UE expects those to appear. In this case the UE transmits MAC PDU once it is available, and may skip data transmission on any TOB within T-RPT.
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Figure 2. Transmit upon packet arrival (No buffering).

· Buffer before transmission. Figure 3 shows the case when an UE sends SA only if it has sufficient amount of data in the buffer and therefore transmits all the PDUs consequently without skipping transmission on subsequent TOBs of the T-RPT, starting from the first available subframe inside saPeriod. Similar to Mode-1 discussion an UE may stop transmission, if the buffer is empty and resume it starting from the next SA period.
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Figure 3. Packet buffering.
Observation 2
· D2D TX buffering strategy may have significant impact on D2D system performance.

3.2 System Level Evaluation of D2D TX Buffering Strategies

Different D2D TX behavior strategies, i.e. buffering and non-buffering may lead to different system performance results. Our system level analysis of different D2D TX buffering strategies for VoIP traffic in out of coverage scenario shows that UE buffering degrades overall system performance (assuming UEs are not allowed to insert gaps, if they have PDUs to transmit). The performance loss is caused by the more congested interference environment, when buffering is enabled. It happens since all D2D TXs transmit MAC PDUs at the beginning of the Data period and interfere with transmissions from the neighboring D2D TXs. This behavior is a result of the RAN1 agreement that the T-RPT bit-map is repeated throughout the saPeriod and an assumption that MAC PDUs are mapped consecutively within T-RPT (i.e. “starting from the beginning of the T-RPT pattern, the first four 1’s correspond to the first MAC PDU, the next four 1’s correspond to the next MAC PDU”, etc.). The consecutive MAC PDU mapping rule within T-RPT has the dominant effect on the system performance when buffering is used at the TX side. This loss may be avoided if UE MAC PDU mapping within T-RPT is distributed across TBOs.
In order to demonstrate the potential impact of buffering strategy on D2D system performance, the following evaluations with different buffering scenarios were analyzed:

1) No buffering – UEs transmit a MAC PDU on the nearest TOB as soon as it arrives to the TX buffer (Figure 2).

2) Buffering within 80ms – UEs buffer MAC PDUs during SA/Data period which is assumed 80ms. All MAC PDUs, buffered at the previous SA/Data period are transmitted consecutively in the new SA/Data period (Figure 3). Buffering cycle is equal to SA/Data period.

3) Buffering within 160ms – UEs buffer MAC PDUs during the 160ms cycle which is two times larger than the SA/Data period (80 ms). Buffering cycles are randomly shifted among UEs with granularity of one SA period.
The results (Figure 4) are also shown for different k-sets: 1) k = [2, 4], 2) k = 2, 3) k = 4. For each considered scenario, it was assumed that 0%, 50% or 100% of UEs apply buffering. The detailed simulation assumptions are listed in the Appendix.
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c)
	Figure 4. PER per VoIP link performance of the different buffering strategies: a) For k = 2, b) k = 4, c) k = [2, 4].


As it can be seen from Figure 4, the D2D TX buffering strategy has dramatic impact on D2D system performance. In case of VoIP traffic the better performance is observed if UE transmits upon packet arrival i.e. w/o applying TX buffering. In order to enable such behavior UE should be allowed to pseudo-randomly skip transmission (insert a gap) on the TOBs of the selected T-RPT. The UE behavior in terms of skipping transmissions should ensure that all the buffered/planned MAC PDUs fit into the T-RPT without violating latency requirements. This may be done by applying the following procedure at the D2D TX:
1) Estimate the number of MAC PDUs for transmission in a given SA period - NPDU,

2) Calculate the amount of TOBs of T-RPT that can be skipped,
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Where M – is the total number of available transmission opportunities for given T-RPT within SA period;

3) Pseudo-randomly select NG​ TOBs inside SA period. Note, that the start transmission opportunity index of each gap is multiple of 4.

From D2D RX perspective, since it was agreed, that the number of MAC PDUs is not signaled, it is not possible to inform RX UEs about the skipped transmission opportunity bundles. Moreover, the transmission gap may be inserted dynamically in case of occasional collision with more prioritized operation (e.g. WAN). Therefore, there is no need to standardize exact pseudo-random rule for gaps selection and it can be left up to UE implementation.
Proposal 5
· D2D TX may skip the transmissions on the transmission opportunity bundles regardless of its buffering strategy.
· D2D RX does not assume that D2D TX always occupies all transmission opportunity bundles within T-RPT.
Additionally, it is beneficial to introduce T-RPT bitmap extension proposed in ([1]-[2]). As it was shown in Figure 4, the best D2D VoIP system performance is achieved when a T-RPT set is restricted by k = 2. However even in this case, (k is restricted to 2), the introduction of the bitmap extension provides incremental performance gains irrespective of the D2D TX buffering behavior (Figure 5). Therefore we suggest to specify a mechanism of T-RPT bitmap extension.
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	Figure 5. T-RPT bit-map extension performance results.


Proposal 6
· T-RPT bitmap extension is specified.
In Mode-2, the T-RPT bitmap extension can be either semi-statically configured through RRC signaling or using dynamic signaling and reinterpreting the TA adjustment field which was agreed for SA control signaling but is not applicable for Mode-2 operation where both SA and Data are assumed to use the DL transmission timing.
4 Common Mode-1 and Mode-2 Behavior Aspects

In case of conflict with WAN transmission, an UE is supposed to drop D2D transmission. The D2D TX dropping behavior needs to be clarified for the case when the conflict happens with SA and Data transmission.
4.1 On SA Dropping and D2D TX Rules
The collision with WAN may occur with the 1st and/or 2nd SA transmission within SA pool:
· If the 1st SA transmission is dropped due to conflict with WAN, the following two behaviors may be foreseen:
· UE shall not transmit SA on the 2nd resource and shall skip the SA cycle;
· UE may transmit SA on the 2nd resource of SA pool and transmit in Data pool.
· If the 2nd SA transmission is dropped due to conflict with WAN:
· UE continues transmission within data pool at the subsequent time instances;
· UE drops transmission within data pool at the subsequent time instances.
· If both 1st and 2nd SA transmissions are dropped then UE naturally skips D2D transmission within data pool.
To decide about the best option, the D2D RX behavior needs to be taken into account. If an UE detects the first SA transmission then it will follow the control information contained in the SA, i.e. will start to decode corresponding data. In case TX UE decided not to transmit data, significant RX UE energy wasting will be caused due to processing of empty medium. In another case, if the first SA transmission was collided, there are two cases: 1) In Mode-1, we assume that UE should transmit the second SA, since it has received D2D grant from eNB, 2) In Mode-2, it may be up to UE to decide whether it has latency budget to skip SA cycle and therefore not to transmit the second SA.
Proposal 7
· If the 1st SA transmission is dropped, 
· for Mode-1 an UE transmits the 2nd SA and the corresponding data;

· for Mode-2 it is up to UE whether to transmit SA on the 2nd resource or skip SA period.

· If the 2nd SA transmission is dropped, an UE continues transmission within data pool at the subsequent SA period.
· If both 1st and 2nd SA transmissions are dropped, an UE skips data transmission in the subsequent SA period.

Note, that in case of collisions, an UE may decide to retransmit data on the next SA period, subject to latency budget constraints.
4.2 On Data Dropping and D2D TX Rules

The collision with WAN transmission may occur, when UE transmits within T-RPT of the particular resource pools. Since UE is supposed to transmit single MAC PDU over TOB, the collision may happen with any transmission instance within a bundle (i.e. RV0, RV2, RV1, RV3).
There are several alternatives of the D2D TX behavior (also shown in Figure 6):

a. 1) Transmit the MAC PDU in the non-collided transmission opportunities of the TOB. That may not be optimal since D2D RXs at the edge of the D2D TX coverage may miss the MAC PDU because of reduced energy per bit. However, in case of sparse Mode-2 pool configuration that may be the only available option, since there may be no any other opportunities to transmit given PDU within latency budget.
2) Transmit the MAC PDU in the non-collided opportunities of the bundle and then restart the MAC PDU transmission on the next TOB.
b. 1) Drop MAC PDU transmission on the remaining transmission opportunities inside TOB and do not retransmit the MAC PDU on the next TOBs.
2) Drop MAC PDU transmission on the remaining transmission opportunities inside TOB and retransmit MAC PDU on the next TOB.
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Figure 6. Cases of transmission opportunity dropping during the MAC PDU transmission.
All alternatives are considered for the case of dropping the initial transmission (RV0) and the case when any of (RV2, RV1, RV3) are dropped. It should be noted that successful transmission of RV0 is desirable since this transmission delivers systematic bits for the decoder. However, if the D2D TX is not able to restart MAC PDU transmission in the next TOB (e.g. if this violates latency requirement for a given MAC PDU), it should continue transmission on the remaining transmission opportunities in order to maximize coverage of the collided MAC PDU. But if D2D TX has a resource and latency budget to restart MAC PDU transmission it should do it.
The behavior may be different for Mode-1 and Mode-2 since in Mode-1 postponing of the MAC PDU transmission may result in mismatch of the requested and utilized resources. However, this may be tracked by the eNB because it may know all the UE’s actions and therefore eNB may grant additional resources.
Proposal 8
· In case of collision with more prioritized operation, the MAC PDU transmission is restarted in the next 4-TTI transmission opportunity bundle if latency budget is not violated.
· MAC PDU transmission continues on all non-collided transmission opportunities of a transmission opportunity bundle.
5 Conclusions

In this contribution, we provided our views on the details and some of the remaining open issues of D2D TX behavior. Based on the discussion presented in the document we have the following list of proposals:
Observation 1
· A mechanism to enable smooth transition of the D2D TX from the Mode-1 to Mode-2 pool or vice versa needs to be defined.

Observation 2
· D2D TX buffering strategy may have significant impact on D2D system performance.

Proposal 1
· UE skips SA and data transmission if it has conflict with more prioritized WAN operation or it has not data to transmit.

Proposal 2
· Discuss if a mechanism to ensure more reliable D2D grant reception is needed.

Proposal 3
· RAN1 WG to discuss if multiple D2D grants can be allocated for one SA scheduling cycle.
Proposal 4
· For Mode-1, a D2D TX may stop D2D transmission within T-RPT, if TX buffer is empty.

· A D2D TX shall not resume the D2D transmission within SA cycle if transmission was stopped due to empty buffer.

Proposal 5
· D2D TX may skip the transmissions on the transmission opportunity bundles regardless of its buffering strategy.
· D2D RX does not assume that D2D TX always occupies all transmission opportunity bundles within T-RPT.
Proposal 6
· T-RPT bitmap extension is specified.
Proposal 7
· If the 1st SA transmission is dropped, 
· for Mode-1 an UE transmits the 2nd SA and the corresponding data;

· for Mode-2 it is up to UE whether to transmit SA on the 2nd resource or skip SA period.

· If the 2nd SA transmission is dropped, an UE continues transmission within data pool at the subsequent SA period.
· If both 1st and 2nd SA transmissions are dropped, an UE skips data transmission in the subsequent SA period.

Proposal 8
· In case of collision with more prioritized operation, the MAC PDU transmission is restarted in the next 4-TTI transmission opportunity bundle if latency budget is not violated.
· MAC PDU transmission continues on all non-collided transmission opportunities of a transmission opportunity bundle.
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Appendix – Simulation Assumptions

	Parameter
	Value

	Deployment scenarios
	Out of coverage, Option 5, 57 cells, ISD = 1732m [3]
Hotspot drop (100% outdoor)

	Synchronization
	Ideal synchronization

	D2D spectrum
	700 MHz @ 10 MHz, 48 PRBs are allocated for data transmissions

	Maximum TX power
	23 dBm

	Power control
	Maximum power transmission

	RSRP threshold
	-107 dBm

	Pathloss model
	According to [3]

	Fast fading model
	According to [3]

	UE antenna configuration
	1 TX, 2 RX

	UE number
	9 transmitters and 29 receivers per cell sector in average

	In-band emission model
	Modeled according to the modified mask from TS 36.101 with {3,6,3,3} specific offsets [3]

	Traffic model
	VoIP traffic with header compression (328 bit payload) according to [3]

	Transmission resource units
	16 frequency channels of 3 PRB

4 TTI blind transmission

	SA period
	80ms


PAGE  
9/9


SA Period

MAC PDU
arrival







SA Period

MAC PDU
arrival

SA Period






A.1
A.2
B.1
B.2
The first transmission is dropped
The X-th transmission is dropped (X != 1)





SA Period

MAC PDU
arrival




Transmission Opportunity Bundle
(consecutive 4 TTIs within T-RPT)
0
1
0
1
1
0
0
1
T-RPT bit-map
Data Resource Pool
(Mode-1: all UL subframes,
Mode-2: resource pool bit-map)
time




_1476010181.unknown

