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1 Introduction
At the previous RAN1#78 meeting, the frequency hopping type for D2D data transmission was agreed. In particular, it was agreed that PUSCH-like frequency hopping will be used according to the following agreements made:
Agreement:

· PUSCH like hopping is used for D2D Data

· Both Type 1 PUSCH hopping and Type 2 PUSCH hopping are supported for D2D data

· Type 2 PUSCH hopping for D2D data uses a hopping ID that is configured with the SA resource pool configuration

· For Mode 2 data, the hopping only applies to the resources configured in the resource pool
· The only possible value of the number of transmissions of a given D2D communication MAC PDU is 4. Each transmission takes place in one subframe. 

· Mode 1 D2D timing is always the same as the WAN PUSCH timing.
In this contribution we discuss remaining hoping details and additional mapping type of multiple MAC PDUs into a T-RPT.
2 Frequency Hopping

In case of Mode-1, operation the eNB fully controls hopping of D2D transmission. There is no separately configured resource pool for Mode-1 D2D data transmissions. Therefore there is no need to redefine hopping parameters for Mode-1 data transmission and UL hopping parameters can be reused.

For Mode-2 D2D data transmission, the PUSCH frequency hopping of type 1 and type 2 can be used. The parameters for frequency hopping need to be defined taking into account resource pool configuration. In Table 1 we present the parameters of PUSCH frequency hopping and suggest how to interpret each of them to support D2D hopping in Mode 2.
Table 1. Frequency hopping parameters.

	Hopping Parameter
	PUSCH
	D2D in coverage
	D2D out of coverage

	Frame Index
	Frame internal counter
	Frame internal counter
	Frame internal counter

	Slot Index
	Slot internal counter
	Slot internal counter. FFS over resource pool or legacy slot counter
	Slot internal counter. FFS over resource pool or legacy slot counter

	Cell ID, 
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	Cell ID of serving eNodeB, [0...503]
	Associated with SA resource pool or fixed value may be used
	Fixed value may be used

	Initial PRB indexes, RB​​​​start
	Carried in DCI
	Carried in SA
	Carried in SA

	Sub-bands number, 
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	RRC parameter, [1..4]
	RRC parameter
	Predefined or carried in PD2DSCH

	UL PRB number/D2D BW
	RRC parameter
	RRC parameter
	Carried in PD2DSCH

	PUSCH Hopping offset 
[image: image3.wmf]HO

RB

N


	RRC parameter, [0..98]
	N/A (defined by pool configuration)
	N/A (defined by pool configuration)

	Hopping mode (inter- or intra- subframe)
	RRC parameter
	Fixed to inter-subframe
	Fixed to inter-subframe

	CURRENT_TX_NB
	Retransmission number
	Retransmission number
	Retransmission number

	Hopping pattern
	Carried in DCI
	Carried in SA
	Carried in SA

	Hopping flag
	Carried in DCI
	Carried in SA
	Carried in SA


It was agreed that Mode-2 data transmission bandwidth is defined by three parameters from RRC: mode2DataStartPRB, mode2DataEndPRB, mode2DataNumPRB. Depending on the configured values, two different cases of transmission bandwidth can be identified:
1) Non-contiguous PRB allocation:
(mode2DataEndPRB – mode2DataStartPRB)/2 > mode2DataNumPRB.
2) Contiguous PRB allocation:

(mode2DataEndPRB – mode2DataStartPRB)/2 ≤ mode2DataNumPRB.
The PUSCH frequency hopping for D2D need to operate over frequency resource indexes in logical domain where all PRBs available for D2D transmission are contiguous (see Figure 1). The relation between physical and logical frequency indexes is given in Table 2.
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Figure 1. Mapping of physical frequency indexes to logical frequency indexes.
Table 2. Mapping of physical frequency indexes to logical frequency indexes.
	
	Contiguous PRB allocation
	Non-contiguous PRB allocation

	nL 
Logical PRB index
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	nP 
Physical PRB index
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	mode2DataEndPRB – mode2DataStartPRB
	2·mode2DataNumPRB


2.1 Hopping in Non-Contiguous Frequency Allocation
2.1.1 Type 1

For Type 1, the quarter band and half band hopping is defined. In case of quarter band D2D hopping the contiguous transmission may not be possible for some of the initial positions and D2D allocation sizes, while for half band hopping there is no such issue (see Figure 2).
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Figure 2. PUSCH frequency hopping Type 1 for non-contiguous frequency resource pool.
Proposal 1
· Type 1 uses half-band frequency hopping with allocation size restricted to mode2DataNumPRB.

2.1.2 Type 2
For Type 2 hopping, there may be unused resources if hopping parameters are not aligned with resource pool configuration:

1) mode2DataNumPRB is odd number and Nsb = 1, 3.
Then there will be a gap inside one of the sub-bands (Figure 3, left).
2) mode2DataNumPRB is odd number and Nsb = 4.
Then there will be PRBs which cannot be used in frequency hopping (Figure 3, right).
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Figure 3. Division of D2D BW into sub-bands: Nsb is odd (left), Nsb is even (right).
3) mode2DataNumPrb is even number and Nsb =1, 3.
Then there will be a gap inside one of the sub-bands, similar to Figure 3 (left).
For proper operation of Type-2 hopping (i.e. w/o gap and PRB wastage, see Figure 4) the following settings can be used:

· mode2DataNumPRB is even or odd number and Nsb =2.
· mode2DataNumPRB is even number and Nsb = 2, 4.
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Figure 4. PUSCH frequency hopping Type 2 for non-contiguous frequency resource pool.
2.2 Hopping in Contiguous Frequency Allocation
If all PRBs in between mode2DataEndPRB and mode2DataStartPRB are available for D2D transmissions, then PUSCH frequency hopping Type 2 may be fully reused for D2D logical frequency pool.

Proposal 2
· For Type 2 frequency hopping, consider to use following settings:
· mode2DataNumPRB is even or odd number and Nsb  = 2;
· mode2DataNumPRB is even number and Nsb = 2, 4.

3 On Interlaced MAC PDU Mapping
The consecutive MAC PDU mapping to T-RPT was agreed by RAN1 WG, however the interlaced mapping of MAC PDUs may provide better performance without additional complexity at least in case of Mode-2 out of coverage operation (see Figure 5). It may provide obvious benefits in terms of time diversity gains and UE power saving. The configuration of different mapping and interlaced schemes may be done through RRC signalling or predefined for out of coverage case.
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Figure 5. Consecutive and interlaced mapping of MAC PDU.

For both consecutive and interleaved mapping, if the number of subframes to transmit MAC PDUs available in the buffer is less than the amount of subframes in T-RPT, then empty subframes can be inserted inside of selected T-RPTs. In this case, TX UE may insert gaps instead of transmission of some PDUs (delay PDU transmissions) in order to distribute interference load inside of the scheduling cycle.
Proposal 3
· Both interlaced and consecutive MAC PDU mapping schemes are specified for D2D communication for at least out of coverage operation.
· Transmitting UEs may insert 4-TTI gaps instead of MAC-PDU transmission in order to distribute interference load.

4 Conclusions

In this contribution we analyzed the hopping parameters to be used for D2D data communication. In addition, we proposed to introduce interlaced mapping for out of coverage operation, which may substantially outperform consecutive MAC PDU mapping as it was shown in [1]. In summary we have following proposals:
Proposal 1
· Type 1 uses half-band frequency hopping with allocation size restricted to mode2DataNumPRB.

Proposal 2
· For Type 2 frequency hopping, consider to use following settings:
· mode2DataNumPRB is even or odd number and Nsb  = 2;

· mode2DataNumPRB is even number and Nsb = 2, 4.

Proposal 3
· Both interlaced and consecutive MAC PDU mapping schemes are specified for D2D communication for at least out of coverage operation.

· Transmitting UEs may insert 4-TTI gaps instead of MAC-PDU transmission in order to distribute interference load.
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Appendix – Interlaced MAC PDU Mapping
In this appendix we provide simple function to determine indexes for MAC-PDU mapping within the T-RPT in case of interlaced mapping. For support of interlaced mapping, the indexes of MAC-PDU RVs inside of T-RPT may be determined using the following rule (restriction on the maximum number of HARQ processes is assumed):
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Where NH – configured maximum number of HARQ processes (in case NH > NPDU_MAX let NH = NPDU_MAX), i – index of HARQ zone, NPDU_Z – number of PDUs in i-th zone (NPDU_Z2 – size of the last zone), ni,0…3 – subframe index for the retransmission of a PDU inside i-th zone, M – total number of subframes allocated by T-RPT inside scheduling period.
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