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1. Introduction
Traffic model is an important aspect of system level evaluation. Base on our analysis of our nowadays network and prediction of the network trend, video type service will occupy a large part of the network traffic. The existing non-full-buffer traffic models such as FTP models [1] and VoIP model can not reveal the network performance truthfully while a lot of users are watching video streaming in the network. In this document, a new traffic model and some evaluation principles for the non real time video streaming service are raised.
2. Existing FTP traffic models
Two FTP traffic models in 3GPP TR36.814 are considered as non-full buffer traffic models now. FTP traffic model 1 is illustrated in Figure 2.1. In this traffic model, users are Poisson distributed with arrival rate λ. Then the user will download a single file of 0.5Mbytes or 2Mbytes each time. One user can not be distributed twice in this traffic model. 
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Figure 2.1: Traffic generation of FTP Model 1

FTP traffic model 2 is illustrated in Figure 2.2. In this traffic model, a user will start a file downloading mission randomly, with a file size of 0.5Mbytes. After the file being downloaded, there will be a reading time, which is Exponential distributed.
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Figure 2.2: Traffic generation of FTP Model 2

Both the two FTP traffic models cannot match the requirement of video steaming service, as a specific resolution video has a substantially constant encoding rate, and the smooth playback of the video requires sufficient and relatively stable download speed.
Observation:

· The existing FTP traffic models cannot match the requirement of video steaming service.
3. New non-full-buffer traffic model
In near real time video streaming service, each frame of video data arrives at a regular interval T (like 10 or 20ms). Each frame can be treated as a very small packet and there will be very strict requirement on latency. In non real time video steaming service, the delay is not so critical, the whole video could have a time shift but once the video starts playing, it should be smooth. The video will be divided into clips, of each contains certain duration of video. Then the video clip data packages should be transmitted sequentially. Since the playback duration of each video clip is deterministic, the transfer tasks will arrive at a fixed time interval. The new non-full-buffer traffic model is illustrated in Figure 3.1.
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Figure 3.1: Traffic generation of new non-full-buffer traffic model for video streaming
As shown in figure 3.1, for each user, the traffic model follows the rules below:

[1] The first data package P1 will arrive randomly, which could be Poisson distribution.
[2] The following data package Pi will arrive at a fixed time interval Tp.

[3] The package size is determined as follows. Assuming the video streaming has a encoding rate of K, the relationship of K, package size P, time interval Tp will be:
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The specific values of the parameters in this new traffic model could be discussed further. The parameters example based on video resolution are shown in the table3.1. In this table, the overhead of headers are not included in the package size.
	Video resolution / Encoding rate
	Package size, P
	Time interval Tp

	720p / 0.6MByte per second
	6 MByte
	10s

	720p / 0.6MByte per second
	12 MByte
	20s

	1080p / 1.9MByte per second
	19 MByte
	10s

	1080p / 1.9MByte per second
	38 MByte
	20s


 Table3.1: Traffic model parameters example
Proposal:

· Defining a new non-full-buffer traffic model, where the packets are arrived with a constant interval. Parameters can be adjusted according to video streaming applications.
4. New Performance Metric
New performance metric may be defined for new traffic model. For FTP model 1/2, user experience throughput (UPT) is mainly used. For the new traffic model for video streaming, UPT may be not a feasible metric, because user experience is not degraded as long as the packet is received with a fixed interval. Therefore new performance metric would be preferred. 
Considering the satisfaction of the video streaming service users, the throughput or max data rate are not the most important performance indicators, but the fluency of video playback. Therefore, performance may be evaluated in the following two ways::

[1] Given a number of users, assess the percentage of data packages that are timely transferred. The timely transmission could be defined as the transmission is finished no later than the next data package’s arrival
[2] Given a percentage of data package that can be timely transferred, for example 98%, assess the maximum number of supported users, with which the data packages could be transferred at the given timely transmission percentage.
5. Conclusion
In this contribution, a new non-full-buffer traffic models are discussed. It can be observed that the existing 2 FTP traffic models can not truthfully match the video streaming service, which is foreseen to occupy a large part of the network traffic. 
To obtain a more accurate evaluation result, a new non-full-buffer traffic model for non real time video steaming is proposed, where the packets arrives with a constant interval. In addition, UPT may be not a feasible performance metric for video streaming services. It is proposed to consider additional metric such as supportable number of users under a given video quality. 
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