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1 Introduction
At the previous RAN1#77 meeting, the physical structure of the D2D data transmission channel was discussed. In particular, RAN1 WG discussed the D2D data hopping over the frequency bandwidth and DMRS physical structure details. The following agreements have been made:
Agreement: 

· For all UEs, 1-symbol gap is used in every D2D transmission subframe.

· Inter-subframe frequency hopping is supported for D2D data communication, and for discovery and SA transmission if multiple subframe transmission is used

· configurable for Mode 1

· preconfigured for Mode 2

· Intra-subframe frequency hopping is not supported (neither for data communication nor for discovery nor for SA transmission)

· PUSCH DMRS are used for SA, Data and Discovery without frequency hopping across slots

· 2 RS signals on Symbols with l=3 and for normal CP, l=2 for extended CP

In this contribution we discuss the following remaining FFS aspects that were left undecided at the previous meeting:
· FFS aspects:
· FFS whether the hopping is PUCCH-like or PUSCH-like or something else.

· FFS: Whether or not frequency hopping is used, e.g:

· FFS details of hopping parameters and how they are (pre-)configured

· FFS: remaining aspects of base sequence, cyclic shift and OCC for PUSCH DMRS

In addition, we suggest to discuss the mapping of multiple PDUs and their retransmissions on D2D data subframes among consecutive SA scheduling cycles.
2 Mapping of Multiple MAC PDUs among SA Cycles
For D2D communication, the SA resources can be allocated rather non-frequently and periodically so that D2D receiver can decode them in a power efficient manner and discover the active transmitters of interest broadcasting D2D data. The consequence of this approach is that single SA transmission of the control information will have to schedule data transmission over multiple subframes in order to efficiently utilize available data resources. When multiple data transmission instances are available between consecutive SA transmissions, the signaling to inform receivers about parameters of the subsequent D2D data transmission is needed. In particular, the receiver shall be aware about the amount of PDUs scheduled and amount of retransmission used for each PDU. In addition, the D2D receiver should know the particular time instance used by transmitter for each PDU and its retransmissions in order to do proper signal processing at the receiver side. It is clear that if SAs are transmitted once per 40ms/80ms/160ms/320ms the signaling of the position of MAC PDU transmission and retransmission will result in significant system overhead and inefficient design of SA physical structure. In order to address this issue, we propose to specify the predefined mapping rules to be used by D2D transmitters and D2D receivers in order to derive the time instances for initial transmissions of PDUs and their retransmissions.

Figure 1 illustrates the T-RPT defined over single SA scheduling cycle which contains subframes of logical D2D resource pool, so that the both D2D TX and RX can recognize the subframes used for particular data transmission.
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Figure 1. Illustration of T-RPT inside logical resource pool between SA regions
For convenience of further description we use the following parameters/terms:

· SA region – logical resource pool for SA transmissions scheduling D2D data;

· SA scheduling cycle – number of D2D data subframes available for D2D transmission between two SA scheduling regions/transmissions;

· NPDU – number of PDUs to be mapped in a single SA scheduling cycle (this parameter can be either signaled in the SA message or configured by the upper layers, e.g. (pre)configured by RRC signaling);
· NTTI – number of retransmissions for one PDU (this parameter can be either signaled in the SA message or configured by the upper layers, e.g. (pre)configured by RRC signaling);
· 0 ≤ k ≤ NTTI -1 – retransmission index of a given PDU within scheduling cycle;

· 0 ≤ n ≤ NPDU -1 – index of PDU transmitted within SA scheduling cycle;

· ink – D2D subframe index (inside T-RPT) for the k-th retransmission of the n-th PDU.

Using the introduced definitions and notations, we further propose 2 options for PDU mapping. One of the proposed options may be preconfigured by the system or decided dynamically by transmitting UE:

Option 1: Consecutive PDU Mapping (Retransmissions Precede New PDUs)
With the consecutive mapping (see Figure 2), all retransmissions of all PDUs are transmitted consecutively without interleaving. The advantage of this option is the reduced PDU transmission latency and lower requirement for the receiver buffer size. However, the potential drawback is increased UE power consumption since even if terminal can decode the D2D data from the 1st attempt it will need to be awake for the whole SA cycle in order to receive all PDUs.

The following mapping equation can be used in case of consecutive PDU and retransmission mapping over SA scheduling cycle:
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Figure 2. Illustration of consecutive mapping of PDU’s retransmission into T-RPT
Option 2: Interleaved PDU Mapping (Retransmissions follow initial transmissions of PDUs – i.e. PDUs first)

With the interleaved mapping (see Figure 3) the initial transmissions of all PDUs are transmitted first. The initial transmissions are followed by PDU retransmissions. The retransmissions are transmitted one by one for all PDUs and for each group of retransmissions the order of PDU can be randomized or linearly shifted. This option can extract the larger time diversity gains since each individual packet is transmitted over longer period of time – i.e. along the whole SA scheduling cycle. Moreover, if receiving D2D UE has good channel propagation condition to the transmitting UE, it may successfully decode all PDUs from the first transmission and sleep for the rest of the time of SA scheduling cycle. In this case, the remaining retransmissions processing may be skipped for the sake of energy saving.

The following mapping equation can be used in case of interleaved PDU and retransmission mapping over SA cycle:
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Figure 3. Illustration of interleaved mapping of PDU’s retransmission into T-RPT

One more option to interleave the PDUs is to use the pseudo-random mapping of PDUs and retransmissions (see Figure 4). In this case, the order of initial PDU transmissions and retransmissions is randomized to extract time and interference diversity gains for each PDU.
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Figure 4. Illustration of pseudo-random mapping of PDU’s retransmission into T-RPT

All the described alternatives may be used for D2D data transmission depending on the scheduling decision, traffic type, latency requirement etc.
Proposal 1
· Consecutive and interleaved PDU mapping schemes are supported for D2D communication.
If the discussed PDU mapping procedure is agreed, then the NDI signaling is not needed due to fully determined transmission pattern. Additionally, when incremental redundancy scheme is configured the RV ordering should be fixed in specification.
Proposal 2
· For the incremental redundancy retransmission scheme the RV ordering is fixed in specification.
3 Frequency Hopping Scheme
RAN1 concluded that frequency hopping is used for data transmissions, but the details are still need to be defined. In this section, we discuss the remaining details of frequency hopping, in particular we analyze existing PUSCH Type 1 and 2 and PUCCH schemes.

3.1 PUCCH-like Hopping

In PUCCH-like frequency hopping the frequency diversity is achieved by simple mirroring of the allocation position relative to the center of allocated PRB pool for D2D communication. It’s clear that in this case the frequency diversity gains depend on the initial position of frequency allocation relative to the center of the allocated PRB pool.
3.2 PUSCH Hopping 
For PUSCH frequency hopping Type 1 we consider only one scheme with half-band frequency hopping (hopping pattern = “10” for UL system BW > 49 PRB and “0” for system UL BW <= 49 PRB). PUSCH Type 2 frequency hopping is used for inter-subframe hopping only. For PUSCH Type 2 hopping cellID parameter is predefined and common for all D2D UEs.
3.3 Hopping Performance
In this section, the performance of the discussed frequency hopping schemes is shown in Figure 5. The 4 PRB frequency allocation with 2 and 4 multi-TTIs transmission is modeled. Additionally, carrier frequency offset and time offset are modeled with [±0.2ppm] and [0:4.2μs] distributions respectively. For the PUCCH-like hopping 3 scenarios are analyzed: position 1 – on band edges, 2 – in the middle of half-band, 3 – in the center of the band. For PUSCH Type 1 only half-band hopping is analyzed.
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	Figure 5. BLER vs. MCL for VoIP traffic with different frequency diversity schemes for 2 and 4 TTIs.


Observation 1
· PUCCH-like hopping performance depends on initial positions in frequency band.
· PUSCH Type 2 have the best performance due to better frequency position diversity.
· PUSCH Type 1 have similar performance as Type 2 in case of 2 TTI data transmissions.
Proposal 3
· The PUSCH Type 1 and Type 2 hopping are used for D2D communication.
4 Support of Localized Transmission Mode and Time Diversity
Time diversity transmission scheme may additionally improve the link performance of D2D communication. In this section we provide simulation results for time diversity schemes for VoIP traffic. 
The base for time distributed transmission is provided by the T-RPT, generated using procedures described in [2] and [3]. The retransmissions are mapped using the interleaving concept described in Section 2. The retransmission period up to 40ms is assumed in evaluations.
 [image: image9.emf]-140 -135 -130 -125

10

-2

10

-1

10

0

BLER vs MCL, 4 TTIs, PRB = 4

MCL, dB

BLER

 

 

no Hop

Time Hop 10 ms

Time Hop 20 ms

Time Hop 40 ms


Figure 6. BLER vs. MCL for VoIP traffic with time diversity scheme for 4 TTIs transmission.
Observation 2
· Time diversity significantly improves the performance for D2D communication channel.
Proposal 4
· Time diversity for D2D data transmissions is supported by means of T-RPT generation procedure and interleaved PDU mapping.
5 On DMRS for D2D Data Channel

As it was agreed by RAN1 WG [4], the DMRS for D2D communication is derived from the ID in the SA. We propose to reuse the UL DMRS sequence generation procedure re-interpreting the following parameters for D2D data DMRS generation:

· Slot Index – slot index is interpreted as slot index in D2D subframe;
· Cell ID – derived from SA ID;
· ∆ss – fix to 0;
· DMRS Cyclic Shift –is fixed to 0 or derived from SA;
· Sequence Hopping Flag – configured by higher layers or disabled;
· Group Hopping Flag – configured by higher layers or disabled;
Proposal 5
· DMRS generation procedure for D2D data transmissions is reused from UL
· Cell ID for DMRS generation is derived from SA.
· Slot Index for DMRS generation is calculated over D2D subframes.

· Other parameters are fixed or configured via higher layers.
In order to randomize frequency hopping and DMRS generation for D2D transmissions within SA scheduling cycle, the subframe index used in cellular operation may be redefined according to the D2D subframe index within SA-scheduling cycle, as it is shown in Figure 7.

[image: image10.emf]2 3 1 9 0 8 4 5 6 7 2 3 1 9 0 8 4 5 6 7 2 3 1 9 0 8 4 5 6 7

SA

D2D Data transmission region

Cellular subframe 

indexes:

D2D subframe indexes

SA

9 0 1 2 3 6 7 5 1 4 8 0

9 8 7

0 1


Figure 7. Example of D2D subframe indexation inside SA cycle.
6 Conclusions

The contribution provided the views on remaining details of D2D data transmissions. The following proposals are made:
Proposal 1
· Consecutive and interleaved PDU mapping schemes are supported for D2D communication.
Proposal 2
· For the incremental redundancy retransmission scheme the RV ordering is fixed in specification.
Proposal 3
· The PUSCH Type 1 and Type 2 hopping are used for D2D communication.
Proposal 4
· Time diversity for D2D data transmissions is supported by means of T-RPT generation procedure and interleaved PDU mapping.
Proposal 5
· DMRS generation procedure for D2D data transmissions is reused from UL
· Cell ID for DMRS generation is derived from SA.
· Slot Index for DMRS generation is calculated over D2D subframes.

· Other parameters are fixed or configured via higher layers.
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Appendix A – Simulation Assumptions

In this section, we provide simulation assumptions for link level evaluation results. The assumptions used for analysis are summarized in tables below:

Table 1. Link level assumptions.

	Parameter
	Values

	Carrier Frequency
	2 GHz

	Channel model
	IMT UMi CDL, velocity = 3 km/h;

	Number of antennas
	1TX, 2RX

	Physical channel
	PUSCH physical channel: 4 PRBs;  Extended CP

	Channel estimation
	Practical channel estimation (PRB based)

	FEC
	CTC CRC = 24 bits + 328 payload

	QoS target
	2 % residual BLER

	System bandwidth
	10 MHz

	CFO simulation
	Uniform ±0.2 ppm

	TO simulation
	Uniform [0:4.2μs]

	Period for Time Hopping
	40 ms


Table 2. MCL calculation template.
	Parameter
	Value

	Transmitter
	

	(1) Tx power (dBm)
	23

	Receiver
	

	(2) Thermal noise density (dBm/Hz)
	-174

	(3) Receiver noise figure (dB)
	9

	(4) Interference margin (dB)
	0

	(5) Occupied channel bandwidth (Hz)
	Depends on number of allocated PRBs

	(6) Effective noise power = (2) + (3) + (4) + 10 log10(5) (dBm)

	(7) SINR (dB) 

	(8) Receiver sensitivity  = (6) + (7) (dBm)

	(9) MCL = (1) ( (8) (dB)
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