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1
Introduction

This contribution re-iterates simulation results provided in [4] with additional result being provided for random vs energy based selection for out of coverage resource selection in Section 2.3.2.
The following agreement and working assumption were made for synchronization resources at RAN1 #76BIS [1]:

Agreement:

· For out-of-coverage UEs

· Synchronization resources that occur periodically are used for transmitting D2DSS 

· FFS whether PD2DSCH (if supported) is transmitted

· Size of a synchronization resource is FFS

· It is fixed in specification

· Periodicity of synchronization resources is pre-configured 

· Whenever a D2D Synchronization Source transmits on a synchronization resource, it transmits at least D2DSS on the synchronization resource, and receives at least D2DSS on other synchronization resource(s) (which may or may not be pre-configured)
· Which synchronization resource is used for transmission is FFS
· FFS: timing offset between transmit and receive resources

· FFS: possible mechanism to handle the case of other out-of-coverage UEs transmitting on the same synchronization resource as the UE is transmitting on. 
· Working Assumption: For both in-coverage and out-of-coverage, a synchronization resource for D2DSS occupies the 6 central RBs of a sub-frame

While RAN1 #77 [2] agreed on specifying PD2DSCH for out of coverage (see below), we will investigate different resource allocation schemes for the transmission of D2DSS and PD2DSCH in this contribution.

Agreements:
· PD2DSCH is specified at least for indication of out of coverage D2D transmit resource pool or D2D frame number
· D2D frame number is a frame number used for D2D communication

· FFS: Detailed of D2D frame number

· FFS: Whether and how to resolve conflict of D2D UEs with different knowledge of D2D frame number

· SD2DSS is specified

· If D2D transmitter is in-coverage, D2D frame number is derived from SFN
We note that TDM of synchronization resources has been agreed [1]. In our earlier contributions [3] and [4], we studied different aspects of sync resource multiplexing in time. In Section 2 of this contribution, we summarize the main outcomes of the earlier studies, and provide further details (based on new system-level simulation results for out of network scenarios) to evaluate the performance of various resource allocation schemes. Based on this study, Section 3 presents the proposed design for resource allocation, and Section 4 will conclude this contribution. 
2 
Resource Allocation (System level)

2.1 Resource allocation schemes

At a system level, two timing propagation schemes, i.e., hierarchical and flat, have been proposed [4]. One needs to study the resource allocation in the context of these schemes. 
We define hierarchical and a flat schemes as follows:

· Hierarchical scheme: where the timing of an ISS is extended over multiple hops up to a maximum number.

· Flat scheme: where all the neighboring UEs try to agree on the same timing reference. There is no notion of stratum level (except at the very beginning when a UE does not detect any sync source and starts its own synchronization).  

We consider three resource allocation schemes that use a combination of TDM and SFN in different ways:

· Scheme 1 (Hop-TDM with hierarchical – based on [5]):
· Resources are TDMed based on stratum level 

· UEs at the same stratum level SFN on that resource

· Scheme 2a (TDM with hierarchical)

· UEs select one of the resources (based on received energy, or at random) - UEs selecting the same resource SFN 

· Scheme 2b (TDM with flat)

· Scheme 2a with a flat architecture
2.2 System simulation model 
SFN system level model: we note that SFN at a system level is different than traditional link level models used, since multiple signals are “interfering” with each other due to different time and frequency offsets. As seen in [6], this leads to degradation of performance -- hence we use the following simple model for system level SFNed transmissions on the same resource as an additive noise to the strongest received one. The link-level performance is based on our proposed signal design in [7], where 5 subframes are allocated for synchronization every 100 msec
Partial network scenario: We simulate the partial network case agreed in RAN1 WG1 #73 [8], with 32 UEs/sector. The out-coverage UEs have some initial frequency offsets w.r.t. the WAN timing, uniformly distributed within ±10ppm. We further assume in-coverage UEs will directly synchronize to the eNBs and have an initial frequency offset uniformly distributed within ±0.1ppm. 
Out of network scenario: We simulate the out of network case agreed in RAN1 WG1 #73 [8], with 32 UEs/sector (Option 5 with Uniform or In-Out drop). The out-coverage UEs have some initial frequency offsets w.r.t. the WAN timing, uniformly distributed within ±10ppm. 

2.3 System simulation results 
 At a system level, we study:

1. Network dynamics (i.e. number of timings, and number of UEs changing their timings (and/or stratum level))

2. Residual time and frequency errors

2.3.1 Partial network case

Network dynamics: 
For the partial network case, we do not see any network dynamics as all UEs are synchronized to the eNodeB timing – we note that we assume that it is a synchronous deployment and we also do not simulate the “flat” scheme here because of the clear hierarchy defined by the eNodeBs. 
Residual time and frequency errors: 
We have studied this case in [4] for Scheme 1 (Hop-TDM w/ hierarchical) and Scheme 2a (TDM w/ hierarchical), where the resources are selected based on the least energy level. Based on the results in Figure 2-1, we made the following observation:

 Observation 1: In a partial-network scenario, a TDM scheme (based on the least received energy level) does slightly better than hop-TDM. This is because of a large number of UEs at low stratum levels causing interference in an SFN fashion. 
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Figure 2-1 synchronization performance of various schemes in a partial network scenario: (a) final frequency error, (b) final timing error

2.3.2 Out of network case 
This case was studied before in [3] and [4] for Hop-TDM hierarchical scheme (Scheme 1) and energy level-based TDM with hierarchical and flat schemes (Schemes 2a and 2b).

In [3], we observed:
Observation 2:  In an out of network scenario, Hop-TDM hierarchical scheme performs slightly better than TDM hierarchical scheme.
In [4], we further compared the Hop-TDM hierarchical scheme and the energy-based TDM with flat scheme. For the hierarchical scheme, we assumed the maximum number of hops is limited to 4, and UEs were assumed to wake up sequentially in the system. 
Based on the system-level study in [4] (please refer to the Appendix for the detailed simulation results), we made the following observations:

Observation 3: In an out of network scenario, a flat scheme has the best performance in terms of network dynamics. 

Observation 4: In an out of network scenario, TDM flat scheme may show slightly worse performance compared to a hierarchical scheme, which is explained by this scheme having more neighborhood coverage. 

The above observations suggest the flat scheme is a better option (compared to the hierarchical scheme) for an out of network scenario. In what follows, we study the TDM resource allocation for the flat scheme in more details. More specifically, we compare the following two TDM schemes with the flat structure:
1. Energy-based TDM with flat scheme
· UEs select one of the resources based on the least received energy
2. Random TDM with flat scheme
· UEs select one of the resources at random
Network dynamics: Results for network dynamics are shown in Figures 2-2 and 2-3 for uniform and indoor/outdoor drops. 
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Figure 2-2 Uniform all-outdoor drop (with flat scheme), (a) number of timings in the network, (b) cumulative number of UEs modifying their synchronization

(a)





             (b)
[image: image3.emf]0 500 1000 1500 2000

0

20

40

60

80

100

120

140

Indoor/outdoor Drop

Time (sync period)

Number of Async Timings in the System

 

 

Energy-based

Random

 [image: image4.emf]0 500 1000 1500 2000

0

500

1000

1500

2000

2500

3000

3500

4000

Indoor/outdoor Drop

Time (sync period)

Cumulative Number of Modified UEs

 

 

Energy-based

Random


Figure 2-3 In/out drop (with flat scheme), (a) number of timings in the network, (b) cumulative number of UEs modifying their synchronization

We can observe there is no significant difference in the network dynamics implied by the two resource allocation schemes (energy-based TDM vs random TDM), when a flat structure is used in an out of network scenario.

Observation 5: In an out of network scenario, a flat scheme with random or energy-based TDM resource allocation achieves similar performance in terms of network dynamics. 

Residual time and frequency errors: these are shown in the figures below:
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Figure 2-4 Uniform all-outdoor drop (with flat scheme): (a) final frequency error, (b) final timing error
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Figure 2-5 In/out drop (with flat scheme): (a) final frequency error, (b) final timing error
One can observe the synchronization performance of the two TDM schemes has a marginal difference (while the energy-based TDM may be slightly better than the random TDM scheme). This is mainly due to the flat structure of the synchronization scheme, where all the UEs in a neighborhood try to synchronize to the same timing, and hence a single unique timing reference is acquired by all the UEs in the vicinity.
Observation 6: In an out of network scenario, a flat scheme with random or energy-based TDM resource allocation achieves similar synchronization performance in terms of residual time and frequency errors. 
3
Design implications 
First, we summarize the observations based on simulations:
1. For partial network case, a TDM scheme with hierarchical structure has the best performance 

2. For out of network case, a TDM scheme with flat structure has 
a. Best performance in terms of network dynamics – less number of timings and dynamics due to lack of hierarchy to maintain – further details in [9]
b. Best performance in terms of neighborhood coverage – less number of distinct timings to follow (see [9])

c. Comparable performance in terms of time and frequency errors 

d. Similar performance, when UEs select the TDM resources randomly or based on the least received energy level

Hence, we propose to follow a hierarchical structure for partial network, and a flat structure for out-of-network.  We note that this dichotomy is because of well-defined stratum 0 nodes in the partial network case – in their absence; additional protocols for defining and maintaining hierarchy are needed for the out-of-network case. These lead to a performance degradation for a hierarchical scheme in the out of network scenario. 

In particular, we make the following proposals:

Proposal 1: partial network scenario should follow a hierarchical structure with eNodeBs at stratum 0 

Proposal 2: out of network scenario should follow a flat structure – the detailed behavior of such scheme can be left to UE implementation.
Further, following agreements on resource allocation for in-coverage and out-of-coverage D2D communication, we propose to follow the same agreements for synchronization as well.
Proposal 3: synchronization resources should be assigned by the eNodeB for in-coverage and selected autonomously randomly by the UE for edge-of-coverage and out-of-coverage.
Further, for the partial network case, we propose to fix synchronization resources with respect to the SFN. This allows the receiving UE to determine the SFN given the D2D frame number in PD2DSCH. This is motivated by the agreement: 
Agreements:
If D2D transmitter is in-coverage, D2D frame number is derived from SFN
Proposal 4: for the partial network case, the synchronization resource locations are fixed with respect to the SFN in the specification both for TDD and FDD networks
4
Conclusion

In this contribution, we investigated different resource allocation schemes for the transmission of D2DSS and PD2DSCH, and we made the following observations and proposals:
Observation 1: In a partial-network scenario, a TDM scheme (based on the least received energy level) does slightly better than hop-TDM. This is because of a large number of UEs at low stratum levels causing interference in an SFN fashion.
Observation 2:  In an out of network scenario, Hop-TDM hierarchical scheme performs slightly better than TDM hierarchical scheme.

Observation 3: In an out of network scenario, a flat scheme has the best performance in terms of network dynamics. 

Observation 4: In an out of network scenario, a TDM flat scheme may show slightly worse performance compared to a hierarchical scheme, which is explained by this scheme having more neighborhood coverage. 
Observation 5: In an out of network scenario, a flat scheme with random or energy-based TDM resource allocation achieves similar performance in terms of network dynamics. 
Observation 6: In an out of network scenario, a flat scheme with random or energy-based TDM resource allocation achieves similar synchronization performance in terms of residual time and frequency errors. 
Proposal 1: partial network scenario should follow a hierarchical structure with eNodeBs at stratum 0 

Proposal 2: out of network scenario should follow a flat structure – the detailed behavior of such scheme can be left to UE implementation. 
Proposal 3: synchronization resources should be assigned by the eNodeB for in-coverage and selected autonomously randomly by the UE for edge-of-coverage and out-of-coverage.
Proposal 4: for the partial network case, the synchronization resource locations are fixed with respect to the SFN in the specification both for TDD and FDD networks.
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Appendix
Comparsion of Hierarchical and Flat Schemes in Out of Network Scenarios
In what follows, we summarize the results in [4] comparing Schemes 1 (Hop-TDM w/ hierarchical) and 2a (energy-based TDM w/ flat) in out of network scenarios.
Network dynamics: Results for network dynamics are shown in Figures A-1 and A-2 for uniform and indoor/outdoor drops. 
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Figure A-1 Uniform all-outdoor drop, (a) number of timings in the network, (b) cumulative number of UEs modifying their synchronization
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Figure A-2 In/out drop, (a) number of timings in the network, (b) cumulative number of UEs modifying their synchronization

We observe the flat scheme outperforms the hierarchical scheme in terms of the dynamics of the total number of timings in the system. We can also observe from Figures A-1 (b) and A-2 (b) that smaller number of UEs modify their synchronization (i.e., their timing reference, and their stratum-level (in the case of hierarchical scheme)), when they follow a flat scheme. It is also clear, from the figures, that with the flat scheme the system stabilizes after all UEs wake up (i.e., at 1824th sync period), while the hierarchical scheme results in more changes in the UEs’ synchronizations.

Residual time and frequency errors: these are shown in the figures below:
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Figure A-3 Uniform drop: (a) final frequency error, (b) final timing error
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Figure A-4 In/out drop: (a) final frequency error, (b) final timing error

We note that the flat scheme tries to synchronize all the neighboring devices, therefore the synchronization resources are locally shared by more UEs. These overlapping transmissions may degrade the synchronization performance, in neighborhoods with high density and if all devices always participate in D2DSS/PD2DSCH transmissions. One can resolve this issue by reducing the number of transmitters in a dense deployment. In our flat scheme simulations, we assumed a UE may decide (with some probability) not to participate in sync transmissions, if it detects at least two synchronized neighboring devices. More details can be found in [9]. 
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