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1. Introduction

It was agreed at RAN1 #76BIS to provide simulations results for D2D and WAN coexistence according to the agreed simulation assumptions in [1]. 

In RAN1 #77, simulation results were discussed, and the following agreement was made to support D2D power control:

Agreement:

· Open loop power control mechanism is specified for in-coverage UEs for Mode 2 communication and Type 1 and Type 2 discovery

Additionally, two other schemes were discussed:

1. Delayed ack as proposed in [7]

2. RSRP based grouping for discovery as proposed in [8]

This contribution builds on the contribution from RAN1 #77 [6], and provides additional simulation results. 

The detailed simulation assumptions are given in Section 2. Simulation results are given in Section 3 – in particular, we study:
1. D2D impact on WAN without any optimizations – section 3.1
2. D2D Impact on WAN with optimizations. We consider the following optimizations
a. Power control: WAN power control, D2D power control – discussed in Section 3.2.1

b. PUCCH transmission optimizations – discussed in Section 3.2.2

c. RSRP based grouping scheme for discovery [8] – discussed in Section 3.2.3 (New results)

3. Impact due to CP configuration with and without optimizations – in Section 3.3
4. D2D Communication specific aspects  - in Section 3.4

a. D2D and WAN multiplexing (TDM / TDM + FDM) – in Section 3.4.1 

b. Impact due to high number of D2D TX UEs – in Section 3.4.2
c. Option 2 for co-existence simulation – in Section 3.4.3 (New results)
5. D2D and WAN co-existence for async LTE networks – in Section 3.4 (New results)
Finally, Section 4 summarizes the observations to conclude the contribution. 
2. Simulation Assumptions

This section captures simulation assumptions made that use the agreements made at RAN1 #76BIS [1] as well as the D2D TR [2], and WAN simulation methodology from [3], [4]. 

We note that:

1. For UL traffic, impact of D2D comes from resource loss as well as in-band emissions due to FDM
a. Some additional loss due to in-accurate CQI is observed for the case of TDM/FDM in Section 3.4.2
2. For DL traffic, impact of D2D comes from impact of lost UCI – to model this, a packet level scheduler is modeled that deals with lost UCI as follows

a. Lost ACK is interpreted as a NACK

b. Lost CQI – latest available CQI information is used.
3. Simulation limitations – we note that some simulation results have been updated to include PUCCH to D2D interference for communication which was not modeled in results provided in [6]. This impacts D2D performance for communication, which is lower than the results provided in [6].
2.1. General assumptions
Table 1 Common simulation assumptions

	Parameter
	Value

	Discovery deployment
	Option 1 from [2]

	Communication deployment
	Option 5 from [2] – outdoor uniform

	WAN Duplex method 
	FDD

	WAN synchronization
	Synchronized

	WAN traffic model
	Full buffer

	Downlink transmission scheme 
	1x2 SIMO

	Downlink scheduler
	Round robin with full bandwidth allocation – unless specified

	Downlink link adaptation
	Wideband CQI, no PMI  on PUCCH (mode 1-0)

5ms periodicity, 
6ms delay total (measurement in subframe n is used in subframe n+6)
CQI measurement error: None (unless lost due to D2D)
MCSs based on LTE transport formats [5]

	Uplink transmission scheme
	1x2 SIMO

	Uplink scheduler
	Unless specified otherwise, on non-D2D subframes, Frequency Domain Multiplexing – non-channel dependent, share available bandwidth between users connected to the cell, all users get resources in every uplink subframe.   

With M users and Nrb PRBs available,  Mh=mod(Nrb,M) users get floor(Nrb/M)+1 PRBs whereas Ml=M-Mh users get floor(Nrb/M) PRBs

	Uplink Power control
	P0 = -96dBm (unless specified),  alpha = 1.0

	Uplink Link adaptation
	Based on delayed measurements.  MCSs based on LTE transport formats [5]

	Antenna configuration
	Vertically polarized antennas
0.5 wavelength separation at UE,
10 wavelength separation  at base station

	Channel estimation
	Ideal, both demodulation and sounding

	WAN CP configuration
	Normal

	D2D CP configuration
	Normal, or Extended when specified

	Number of active WAN UEs
	10 / cell

	UE-eNodeB pathloss models
	As per 36.814 – Case 1 for Option 1 and Case 3 for Option 5.

	Fading model
	As per [2] or [3]

	IBE model
	[0,0,0,0]

	# of PUCCH RBs
	6

	D2D + WAN
	Option 1 from Section 2.2 and Section 2.3 of [1] -- 10 UEs per cell that do not participate in D2D (discovery or communication) but have full buffer downlink and uplink WAN traffic. UEs that participate in D2D do not have WAN traffic. 


2.2. D2D discovery

Table 2: Simulation assumptions: D2D discovery

	Parameter
	Value

	Discovery signal structure
	2 PRBs x 1 sub-frame

	Discovery resource allocation
	64 UL subframes for synch / 74 UL subframes for asynch every 10sec 
In discovery subframes, FDM between D2D and PUCCH is assumed.
 SHAPE  \* MERGEFORMAT 




	Discovery resource selection by UE
	Type 1 with baseline (random) resource selection method 

	Number of D2D UEs participating in discovery per cell
	150

	D2D UE transmit power control
	No power control – unless specified 

	UE max transmit power
	23 dBm


2.3. D2D communications 

Table 3: Simulation assumptions: D2D communications

	Parameter
	Value

	Communication signal 
	2 PRBs x 4 single TTI transmissions

	Average number of  D2D TX per cell
	3, or 6 when specified 

	D2D Traffic model
	VoIP as defined in Table A.2.1.3-1 in TR 36.843, Voice activity factor of 75%.

	D2D resources
	25% SFs (1 every 4) reserved for D2D communication – unless specified.

	D2D resource selection by UE
	1 out of 22 sub-channels selected randomly – can be considered Mode 1 / 2

	D2D UE transmit power control
	Baseline: No power control 

	UE max transmit power
	31 dBm for  D2D ( WAN UEs use 23 dBm power)


3. Simulation Results

In this section, we present simulation results as per simulation assumptions of Section 2. For discovery, number of devices discovered is presented after 40 discovery periods.

This section is organized as follows:

1. D2D impact on WAN without any optimizations – section 3.1

2. D2D Impact on WAN with optimizations. We consider the following optimizations

a. Power control: WAN power control, D2D power control – discussed in Section 3.2.1

b. PUCCH transmission optimizations – discussed in Section 3.2.2

3. Impact due to CP configuration with and without optimizations – in Section 3.3

4. D2D Communication specific aspects  - in Section 3.4

a. D2D and WAN multiplexing (TDM / TDM + FDM) – in Section 3.4.1 

b. Impact due to high number of D2D TX UEs – in Section 3.4.2

3.1. Unoptimized
Simulation results for UL and DL throughput loss are presented in Table 4 and shown in Figure 1 for communication.  D2D performance is shown in Figure 1. 
Table 4: Throughput loss due to D2D
	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Average
	Average
	5% CDF
	Average
	Average
	5% CDF

	Unoptimized
	0.648%
	25%
	25%
	0.051%
	11%
	11%


Table 5: D2D discovery and communication performance

	
	Avg. number of devices discovered
	Fraction of successful VOIP links

	Unoptimized
	198
	87%


CDF plots for WAN throughput (UL and DL are shown below) for D2D communication. 
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Figure 1: WAN throughput with D2D communication
At a high level, the loss in throughput can be explained as follows:

1. UL throughput loss – this is mainly coming from resources used for D2D discovery (0.64%) and communication (25%). The loss is slightly greater than the fraction of resources used for discovery due to interruption of the H-ARQ process. However, for communication, we assume two entire H-ARQ interlaces are used.
2. DL throughput loss – this is mainly is due to increased interference to PUCCH. We model interference both to ACK/NACK and CQI carried on PUCCH. This translates to reduced throughput either because of excess retransmissions or because of in-accurate MCS selection. 
Based on this, we make the following observation:

Observation 1: Loss in UL throughput is very close to UL resources used when D2D is TDMed with PUSCH for both D2D discovery and communication.

Observation 2: Loss in DL throughput is very small for D2D discovery.

We note that the impact on DL is dependent on pathloss to eNodeB from a UE, and Option 5 with all outdoor UEs translates to much higher loss on DL due to interference to PUCCH this is because:
1. Communication UEs are using 31 dBm power for D2D, but (maximum) of 23 dBm power for WAN

2. Pathloss to eNodeB is much lower for Option 5 – as shown in the Figure 1 below. 

3. We use PUCCH P0 of -96 dBm, but a much higher P0 can be used especially for Option 5.

Observation 3: Loss in DL throughput depends on the impact on PUCCH, which in turn depends on pathloss distribution and power control parameters.
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Figure 2 Coupling gain to strongest eNodeB
Therefore, we study mitigation techniques for reducing DL throughput loss with focus on communication, but we also study discovery for completeness. In particular, we study the following different schemes:

1. Power control (in Section 3.2.1)
a. WAN power control – increase PUCCH power (P0)  (no spec change needed)

b. D2D power control – reduce D2D power to limit interference to PUCCH (spec change needed)

2. PUCCH transmission optimizations (in Section 3.2.2)
a. PUCCH timing optimization – we note that PUCCH ACK collisions can cause extra transmission if the transmission was ACK. However, for transmissions that were NACKed, there is no loss due to extra transmissions. Thus, we look at an optimization where the scheduler schedules flows with smallest HARQ process to collide with a D2D sub-frame – these are the flows that are most likely to send a NACK and hence expected statistically reduce DL throughput loss – this is validated through simulations.  We note that no spec change is needed for this optimization.

b. Delayed PUCCH – here, a UE sends PUCCH on sub-frame that does not collide with a D2D sub-frame, hence making PUCCH transmission more reliable (spec change needed). 

3.2. Optimizations for D2D and WAN co-existence
3.2.1. Power control

WAN power control

We study impact of PUCCH power control with different values of P0 – as increased P0 is expected to reduce impact on WAN as seen in the Table 6 and Figure 3 below. 
Table 6: Throughput loss due to D2D

	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Avg.
	Avg.
	5% CDF
	Avg.
	Avg.
	5% CDF

	Unoptimized - PUCCH P0 = -96 dBm
	-
	25%
	25%
	-
	11%
	11%

	With PUCCH P0 = -86 dBm
	-
	25%
	25%
	-
	5%
	5%


Table 7: D2D discovery and communication performance

	
	Avg number of devices discovered
	Fraction of successful VOIP links

	Unoptimized (P0 = -96)
	-
	87%

	With WAN P0 = -86 dBm
	-
	87%


D2D power control

Here, we study impact of open loop D2D power control – as expected; D2D power control significantly reduces impact on WAN DL at the cost of reduced performance for D2D. 
Table 8: Throughput loss due to D2D

	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Avg.
	Avg.
	5% CDF
	Avg.
	Avg.
	5% CDF

	Unoptimized (P0 = 31 dBm)
	-
	25%
	25%
	-
	11%
	11%

	With D2D P0 = -70 dBm
	-
	25%
	25%
	-
	<1%
	<1%*


*Within simulation noise.

Table 9: D2D discovery and communication performance

	
	Avg number of devices discovered
	Fraction of successful VOIP links

	Unoptimized (P0 = 23/31 dBm)
	198
	87%

	With D2D P0 = -70 dBm
	-
	49%
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Figure 3  DL throughput with power control
From these results, we make the following observation:
Observation 4: Open loop D2D power control curtails DL throughput loss to < 1%.
3.2.2. PUCCH timing optimization
As mentioned above, we study two optimizations.
· PUCCH collision avoidance – we note that PUCCH ACK collisions can cause extra transmission if the transmission was ACK. However, for transmissions that were NACKed, there is no loss due to extra transmissions. Thus, we look at an optimization where the scheduler schedules flows with smallest HARQ process to collide with a D2D sub-frame – these are the flows that are most likely to send a NACK and hence expected statistically reduce DL throughput loss – this is validated through simulations.  We note that no spec change is needed for this optimization.
· Delayed PUCCH – here, a UE sends PUCCH on sub-frame that does not collide with a D2D sub-frame, hence making PUCCH transmission more reliable (spec change needed). 

The results are given in Tables 10, 11 and Figure 4.
Table 10: Throughput loss due to D2D 

	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Average
	Average
	5% CDF
	Average
	Average
	5% CDF

	Unoptimized
	0.648%
	25%
	25%
	0.051%
	11%
	11%

	PUCCH collision avoidance
	0.648%
	25%
	25%
	-
	<1%
	1%

	Delayed PUCCH
	0.648%
	25%
	25%
	0.016%
	< 1%
	< 1%


Table 11: D2D discovery and communication performance

	
	Avg number of devices discovered
	Fraction of successful VOIP links

	Unoptimized
	198
	87%

	PUCCH collision avoidance
	198
	87%

	Delayed PUCCH
	198
	87%
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Figure 4 DL throughput PUCCH optimizations
We observe that:

Observation 5: Both PUCCH optimizations can curtail impact on DL throughput to < 1 %.

3.2.3. RSRP based grouping (New Results)
In the simulation of RSRP-based grouping, a UE belongs to the group of "strong interferers" if its pathloss from the associated eNB is less than 95dB. 1 in every 4 discovery subframes is assigned to the "strong interferers" group (The fraction ¼ is chosen because it is also roughly the fraction of strong interferers among all D2D UEs).
Table 12: Throughput loss due to D2D

	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Average
	Average
	5% CDF
	Average
	Average
	5% CDF

	Unoptimized
	0.648%
	N/A
	-N/A
	0.051%
	N/A
	N/A

	RSRP based grouping
	0.648%
	N/A
	N/A
	0.036%
	N/A
	N/A


Table 13: D2D discovery and communication performance

	
	Avg number of devices discovered
	Fraction of successful VOIP links

	Unoptimized
	198
	N/A

	RSRP based grouping
	192
	N/A


Based on the results, we observe that:

Observation 6: RSRP based grouping reduces loss to WAN with slight impact to D2D discovery performance. 
3.3. Different CP configurations

Here, we study impact of D2D using ECP and WAN using NCP – the interference model due to different CP configuration was obtained through a link level simulation. This interference is added in addition to in-band emissions.

The results are shown in Table 12, 13 and Figure 5.
Table 14: Throughput loss due to D2D 

	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Avg.
	Avg.
	5% CDF
	Avg.
	Avg.
	5% CDF

	Unoptimized NCP (P0 = 23/31 dBm)
	0.648%
	25%
	25%
	0.051%
	11%
	11%

	D2D ECP w WAN NCP - unoptimized
	0.648%
	25%
	25%
	0.059%
	11%
	11%

	D2D ECP w WAN NCP 

– D2D P0 = -80 Discovery

-- D2D P0 =-70 for Communication
	0.648%
	25%
	25%
	0.0080%
	0%
	0%

	D2D ECP with WAN NCP – 1 RB gap
	0.648%
	-
	-
	0.055%
	-
	-


Table 15: D2D discovery and communication performance 

	
	Avg number of devices discovered
	Fraction of successful VOIP links

	Unoptimized (P0 = 23 dBm/31dBm)
	198
	87%

	D2D ECP w WAN NCP - unoptimized
	173
	86%

	D2D ECP w WAN NCP 

– D2D P0 = -80 Discovery

-- D2D P0 =-70 for Communication
	131
	47%

	D2D ECP with WAN NCP – 1 RB gap
	173
	-
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Figure 5 DL throughput with D2D communication
For both discovery and communication, the results show that using extended CP for discovery slightly increases the loss in WAN DL throughput. We note that IBE is still the main interference and hence the additional loss in downlink throughput is quite small. In other words the impact of in-band emissions is more significant compared to impact of loss in orthogonality. 

Some of the additional loss can be recovered by introducing a gap of 1 RB between D2D and PUCCH. Introducing a gap also leads to minimal impact on discovery performance. Another approach is to perform open loop power control. Our results show that this reduces the loss in downlink performance.
Based on this, we make the following observations:

Observation 7: additional impact of D2D signals using ECP is small compared to impact of IBE

Observation 8:  loss due to D2D ECP can be reduced significantly by using a guard period or D2D power control

3.4. Communication specific results

3.4.1. TDM/FDM between D2D and WAN

Here we study performance comparison with FDM of D2D and WAN – in particular, we study: D2D using 12 RBs x 12 Sub-frames every 20 sub-frames which translates to around 14% of the resource. We call this scheme TDM/FDM. We assume that UEs within a cell as well as adjacent cells use orthogonal resources – thus, this scheme uses Mode 1 D2D communication (though we expect Mode 2 results with similar multiplexing to be similar). 

We note that we use a PUSCH P0 = -86 dBm for TDM/FDM as that improved UL performance over a default P0 assumption of -106 dBm.

The results are shown in   Table 14 and 15 and Figure 6 below. 
Table 16: Throughput loss due to D2D 

	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Avg.
	5% CDF
	Avg.
	5% CDF
	Avg.
	5% CDF
	Avg.
	5% CDF

	Unoptimized (TDM)
	-
	-
	25%
	25%
	-
	-
	11%
	11%

	TDM/FDM – unoptimized
	-
	-
	39%
	48%
	-
	-
	15%
	18%


Table 17: D2D discovery and communication performance 

	
	Avg number of devices discovered
	Fraction of successful VOIP links

	Unoptimized (TDM)
	N/A
	87%

	TDM/FDM – unoptimized
	N/A
	50%
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Figure 6 Impact of TDM vs TDM/FDM on UL rate adaptation
We note that TDM/FDM leads to more loss for WAN both on UL and DL – this is because of increased number of sub-frames are getting interfered with due to in-band emissions from D2D transmissions. We further note that FDM, also impacts the CQI estimation and MCS selection – this translates to inaccurate (conservative) MCS selection even on sub-frames without D2D, thus leads to early HARQ termination. Therefore, we make the following observations:

Observation 9: TDM/FDM leads to worse performance both on UL and DL compared to TDM

Observation 10:  TDM/FDM can lead to additional loss on UL due to inaccurate CQI estimation

3.4.2. High D2D TX UE density

Here we study impact of high D2D TX UE density (Nb =6) – we note that we still use 25% resources as we have 24 sub-channels in frequency which are mostly unused. The results are shown in Tables 16 and 17, and Figure 7 below.
Table 18: Throughput loss due to D2D 

	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Avg.
	5% CDF
	Avg.
	5% CDF
	Avg.
	5% CDF
	Avg.
	5% CDF

	Unoptimized (Nb=3)
	-
	-
	25%
	25%
	-
	-
	11%
	11%

	Nb=6 – unoptimized 
	-
	-
	25%
	25%
	-
	-
	15%
	22%

	With Nb = 6 
D2D power control  P0 = -70
	-
	-
	25%
	25%
	-
	-
	1%
	9%


Table 19: D2D discovery and communication performance 

	
	Avg number of devices discovered
	Fraction of successful VOIP links

	Unoptimized (Nb=3)
	N/A
	87%

	Nb=6 – unoptimized 
	N/A
	71%

	Nb=6 with D2D power control
	N/A
	40%
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Figure 7 WAN throughput with Nb=6
We see that results are in-line with expectations with UL loss similar to Nb = 3, and small additional DL loss that can be mitigated with D2D power control. 

Observation 11:  Nb =6 leads to slightly higher loss in DL compared to Nb = 3. This loss can be mitigated with D2D power control. 
3.4.3. Option 2 for co-existence (New Results)
Finally, we study the performance of Option 2 where, unlike Option 1, the number of WAN UEs with on-going FTP2 sessions changes over time. The performance is given by burst rate (average rate seen by an FTP2 file transfer), which naturally depends on the physical layer capacity as well as the number of simultaneously active UEs (i.e., UEs with on-going FTP2 sessions.) 
We assume that UEs have 2 RX chains and hence are able to receive D2D and WAN at the same time. However, if there is a conflict for transmission, then WAN is prioritized over D2D.  Also, D2D signals cannot be received when UE is transmitting WAN signals. The results are shown in Tables 18 and 19 and Figure 8 below:
Table 20: Burst rate loss due to D2D 

	
	UL Burst Rate Loss
	DL  Burst Rate Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Avg.
	5% CDF
	Avg.
	5% CDF
	Avg.
	5% CDF
	Avg.
	5% CDF

	Unoptimized
	-
	-
	46%
	61%
	-
	-
	28%
	19%

	PUCCH collision avoidance
	-
	-
	49%
	61%
	-
	-
	10%
	3%

	D2D power control  P0 = -70
	
	
	49%
	54%
	
	
	<1%*
	<1%*


*  Within simulation noise
Table 21: D2D discovery and communication performance 

	
	Avg number of devices discovered
	Fraction of successful VOIP links

	Unoptimized
	N/A
	65%

	PUCCH collision avoidance
	N/A
	65%

	D2D power control  P0 = -70
	N/A
	34%


[image: image13.png]CDF

09

08

07

06

05

04

03

02

01

Uplink Burst Rate CDF

—— Without D2D
——With D2D, unoptimized

——With D2D, PUCCH callision avoidance
———With D2D, D2D power control Py = 70

burst rate (mbps)




[image: image14.png]CDF

09

Downlink Burst Rate CDF

—— Without D2D
——With D2D, unoptimized

——With D2D, PUCCH callision avoidance
 ———With D2D, D2D power control Py = 70

burst rate (mbps)





Figure 8 WAN burst rate for option 2
We observe that for both UL and DL, the losses in burst rate are bigger than the respective losses in average rate measured using full buffer traffic (Option 1, Table 4) above. This is because the average rate seen by a UE over an FTP file transfer depends on the number of simultaneously active UEs in the cell, which in turn depends on the load on the system.  For example, if the simulated load were either significantly decreased or significantly increased
, the loss in burst rate would be identical to the loss in average rate measured using full buffer traffic.  This is because at very small or very high load, the UE population again becomes essentially static (just one active UE at small loads; all 10 UEs active at high load.)
Moreover, the loss in the burst rate seen by a UE is most severe when UE population increases from 1 to 2. In some sense, this is indeed what happens at the simulated load. For example, Fig. 9 below shows the CDFs of the number of simultaneously active UL UEs per cell, with and without D2D – at the simulated load, the 25% loss in physical layer capacity due to D2D results in the median number of active users going up from 1 to 2.
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  Figure 9  CDF of the number of on-going UL FTP2 sessions per cell
Observation 12: Loss in burst rate at simulated load (Option 2) is bigger than the loss in average rate evaluated using full buffer traffic (Option 1). 
Observation 13: In Option 2, the burst rate loss in DL can be reduced by PUCCH collision avoidance and D2D open loop power control (to < 1%).
3.5. Async networks (New Results)
We study the performance of asynchronous network deployment. For async deployment, it is assumed that neighboring eNodeBs can have a time offset from up to 1 sub-frame. Because of this modeling of inter-cell interference is changed to include:

1. Leakage due to symbol time mis-alignment – link level simulations were used to model this depending on the amount of mis-alignment

2. Interference from multiple sub-frames: since a given sub-frame will be interfered with from multiple sub-frames, a weighted average of interference is used for the two sub-frames depending on the overlap. This leads to pessimistic SINR and rate calculation.
For communication: we also run a separate UL link adaptation for the two HARQ processes active in subframes adjacent to the D2D resources since the link quality in these subframes is usually different due to partial overlap with D2D transmissions in neighboring cells. We further note that for communication, we use a PUSCH P0 = -90 dBm for async networks as that improved UL resilience to D2D interference from partially overlapped subframes, over a default P0 assumption of -106 dBm. Accordingly, we use PUCCH P0 = -90 dBm, and thus the DL throughput loss is smaller than previous results with PUCCH P0 = -96 dBm. For fair comparison, the baseline for various losses in the following table is also with P0 = -90 dBm.
The results are shown in Table 22, 23 below.
Table 22: Throughput loss due to D2D

	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Avg.
	5% CDF
	Avg.
	5% CDF
	Avg.
	5% CDF
	Avg.
	5% CDF

	Unoptimized - synchronous
	0.69%*
	-
	25%
	25%
	-
	-
	8%
	10%

	Unoptimized - asynchronous 
	0.74%*
	-
	32%
	31%
	0.050%
	-
	8%
	10%

	PUCCH collision avoidance
	-
	-
	32%
	31%
	-
	-
	<1%
	3%

	D2D P0 = -80 Discovery
D2D P0 = -70 Communication
	0.74%*
	-
	26%
	25%
	0.008%
	-
	<1%
	3%


*Approximate loss based on resource usage.
Table 23: D2D discovery and communication performance 

	
	Avg number of devices discovered
	Fraction of successful VOIP links

	Unoptimized - synchronous
	199
	87%

	Unoptimized - asynchronous
	172
	86%

	PUCCH collision avoidance
	-
	86%

	D2D P0 = -80 Discovery
D2D P0 = -70 Communication
	138
	47%


Based on these results, we observe that:

Observation 14: Loss due to D2D for async WAN networks is higher than sync WAN networks, but the loss can be mitigated using D2D power control and PUCCH timing optimization.

4. Discussion and Conclusions

The simulation results in Section 3 are summarized in the Table below:

Table 24: Throughput loss due to D2D 

	
	UL Throughput Loss
	DL  Throughput Loss

	
	Discovery
	Communication
	Discovery
	Communication

	
	Average
	Average
	5% CDF
	Average
	Average
	5% CDF

	Unoptimized
	0.648%
	25%
	25%
	0.051%
	11%
	11%

	PUCCH collision avoidance
	0.648%
	25%
	25%
	N/A
	0%
	1%

	Delayed PUCCH
	0.648%
	25%
	25%
	0.016%
	< 1%*
	< 1%

	With WAN power control
	N/A
	25%
	25%
	N/A
	5%
	5%

	With D2D power control
	0.648%
	25%
	25%
	< 0.008%**
	< 1%*
	< 1%*

	RSRP based grouping
	0.648%
	-
	-
	0.036%
	-
	-

	D2D ECP w WAN NCP - unoptimized
	0.648%
	25%
	25%
	0.059%
	11%
	11%

	D2D ECP w WAN NCP 

– D2D P0 = -80 Discovery

-- D2D P0 =-70 for Communication
	0.648%
	25%
	25%
	0.008%
	0%
	0%

	D2D ECP with WAN NCP – 1 RB gap
	0.648%
	-
	-
	0.055%
	-
	-

	With TDM/FDM 
	-
	39%
	48%
	-
	15%
	18%

	With Nb = 6
	-
	25%
	25%
	-
	15%
	22%

	With Nb = 6 with D2D power control 

-- D2D P0 = -70
	-
	25%
	25%
	-
	1%
	9%

	Option 2 (Unoptimized)
	-
	46%
	61%
	-
	28%
	19%

	Option 2 (with D2D power control)
	-
	49%
	54%
	-
	<1%
	<1%

	Async WAN
	0.74%
	32%
	31%
	0.05%
	8%
	10%

	Async WAN with D2D power control
	0.74%
	26%
	25%
	0.008%
	< 1%
	3%


* Within simulation noise. 

** Results use ECP configuration as an upper bound on performance.

Table 25: D2D discovery and communication performance 

	
	Avg. number of devices discovered*
	Fraction of successful VOIP links

	Unoptimized
	198
	87%

	PUCCH collision avoidance
	198
	87%

	Delayed PUCCH
	198
	87%

	With WAN power control
	198
	87%

	With D2D power control
	N/A
	49%

	RSRP based grouping
	192
	-

	D2D ECP w WAN NCP - unoptimized
	173
	86%

	D2D ECP w WAN NCP 

– D2D P0 = -80 Discovery

-- D2D P0 =-70 for Communication
	131
	47%

	D2D ECP with WAN NCP – 1 RB gap
	173
	-

	With TDM/FDM 
	-
	50%

	With Nb = 6
	-
	71%

	With Nb = 6 with D2D power control 

-- D2D P0 = -70
	-
	40%

	Option 2 (Unoptimized)
	-
	65%

	Option 2 (with D2D power control)
	-
	34%

	Async WAN
	172
	86%

	Async WAN with D2D power control
	138
	47%


*After 40 discovery periods.
Based on the simulation results, we made the following observations:
Observation 1: Loss in UL throughput is very close to UL resources used when D2D is TDMed with PUSCH for both D2D discovery and communication.

Observation 2: Loss in DL throughput is very small for D2D discovery.

Observation 3: Loss in DL throughput depends on the impact on PUCCH which in turn depends on pathloss distribution and power control parameters.

Observation 4: Open loop D2D power control curtails DL throughput loss to < 1%.

Observation 5: Both PUCCH optimizations can curtail impact on DL throughput to < 1 %.

Observation 6: RSRP based grouping reduces loss to WAN with slight impact to D2D discovery performance. 

Observation 7: additional impact of D2D signals using ECP is small compared to impact of IBE

Observation 8:  loss due to D2D ECP can be reduced significantly by using a guard period or D2D power control

Observation 9: TDM/FDM leads to worse performance both on UL and DL compared to TDM

Observation 10:  TDM/FDM can lead to additional loss on UL due to inaccurate CQI estimation

Observation 11:  Nb =6 leads to slightly higher loss in DL compared to Nb = 3. This loss can be mitigated with D2D power control. 

Observation 12: Loss in burst rate at simulated load (Option 2) is bigger than the loss in average rate evaluated using full buffer traffic (Option 1).
Observation 13: In Option 2, the burst rate loss in DL can be reduced by PUCCH collision avoidance and D2D open loop power control (to < 1%).
Observation 14: Loss due to D2D for async WAN networks is higher than sync WAN networks, but the loss can be mitigated using D2D power control and PUCCH timing optimization.
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FDM between D2D and PUCCH (e.g., from legacy UEs)





TDM between D2D and PUSCH





Discovery resource allocation (network’s perspective)








� Load can be changed by changing file size, inter-arrival time, or merely the number of WAN UEs per cell.
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