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1. Introduction
In this contribution we consider resource allocation for Type 2B discovery. The previous RAN1 decisions related to Type 2B discovery are listed below:

· RAN1 #73: 

· Type 2: a discovery procedure where resources for discovery signal transmission are allocated on a per UE specific basis

· Type 2B: Resources are semi-persistently allocated for discovery signal transmission
· RAN1 #76: 

· Continue to study both type 1 and type 2 discovery as per the definitions agreed in RAN1#73
· For Type 2 discovery
· UEs transmit their discovery signal and receive discovery signals from other UEs subject to half duplex constraint

· Type1 and Type 2B use the same message design

· RAN1 #76bis: 

· Confirm that a radio resource pool(s) may be provided by eNB for D2D UEs in SIB for discovery reception for Type-2B (if supported)

· FFS whether the common reception pool(s) or different reception pools for type 1 and Type-2B discovery

· UE is not required to decode neighbouring cell SIB

· Mechanisms for Type-2B discovery
· a resource hopping mechanism following the resource allocation by eNB can be applied

· FFS details of resource hopping mechanism

From the email discussion after RAN1 #77, the following were agreed:
The following criterion shall be considered for the purpose of selecting a hopping pattern for type 2B discovery : 

· For half duplex, the pattern ensures two discovery  resources used by different UEs are at least once not transmitted on the same sub-frame. 

The following performance metrics shall be used: 
· Number of UEs discovered as a function of time (system-level metric)   
Other metrics can be considered additionally, for example, 

· The statistics of the fraction of times any two discovery messages transmitted by different UEs within the same reception pool occur on the same sub-frame 

· WAN performance loss caused by the cellular spectrum fragmentation in a discovery subframe. 

We consider discovery Type 2B supporting bi-directional, collision free discovery with predictable latency for those UEs configured to apply it. Properties of the preferred discovery Type 2B solution include scalability, small overhead and reasonable signaling burden. Some of those have been discussed e.g. in [1-3]. In Section 2 we justify defining resource patterns for Type 2B resource allocation and explain the meaning of the patterns on a general level in terms of parallel and serial logical resources. In Section 3, we give detailed pattern design and in Section 4 their mapping to the logical resources. In section 5, we provide the signaling design to configure a UE with the discovery pattern.  
2. Logical resources and resource patterns for Type 2B discovery
Figure 1 shows the considered logical resource space assumed for Type 2B discovery. It consists of M parallel resources and consecutive sets of N serial resources. A physical discovery resource, which is outside the scope of this contribution, can be e.g. 1-2 PRBs in frequency (domain of parallel resources) and one subframe in time (domain of serial resources). 


[image: image1]
Figure 1. Logical discovery resources. A Type 2B resource allocation determines in which of the logical resources within sets of N serial resources UE transmits.
Type 2B resource allocation has been seen important to provide the network with the possibility to control exactly in which resources a UE is transmitting its discovery signals. This kind of control would require an efficient way of signaling the resource allocation. It has been agreed in RAN1 #73 that the resource pool for Type 2B discovery signal transmission is semi-persistently allocated. Leaving the network a complete freedom to assign resources from the pool to individual UEs would create considerable signaling overhead. With the resource space of N serial and M parallel resources, complete freedom would mean N∙ceil(log2(M+1)) bits of higher layer signaling for allocating resources to a UE: for each of the N serial resources it would be indicated if UE transmits on the resource and on which of the parallel resource the transmission should take place, which means there are M+1 possible transmissions states per a serial resource (no transmission + transmission in one of N possible parallel resources). Assuming as an example N=32 and M=22 (used by a few companies that have provided simulation results for [4]), full freedom in the allocation would consume 32∙ceil(log2(22+1)) = 160 bits per allocation. It is obvious that the complete freedom is a meaningless requirement but signaling should be simplified by limiting the parallel and serial resource combinations that can be allocated to the UEs. 
Traditionally, signaling has been simplified by specifying sets of time and frequency offsets and periodicities from which the network may choose the allocation. However, in case of discovery, these traditional methods do not work. The reason is the basic assumptions that there is a half-duplex constraint meaning that a discovery signal transmitting UE cannot simultaneously discover and that UEs with Type 2B resource allocation should be able to discover each other. Combining these assumptions leads us designing discovery patterns for allocating Type 2B resources.
From a UE’s point of view, a discovery pattern determines the usage of serial discovery resources as shown in Figure 2. The pattern defines the time instants (e.g. subframes) when the UE transmits the predefined discovery signal on the predefined resource(s). 
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Figure 2. Example of discovery pattern for a UE. In this example N=8 and M=4.
As said, it has been agreed that UEs transmit their discovery signal and receive discovery signals from other UEs subject to half duplex constraint. Hence, the UE cannot receive other UE’s discovery signals at the time they are transmitting their own discovery signal (as can be seen in Figure 2). Moreover, it has been agreed that discovery Type 2B resources are semi-persistently allocated for discovery signal transmission. These agreements indicate that it makes sense to design discovery patterns in a way that there is at least one opportunity to transmit and receive between all patterns within the pattern length (M serial resources)  
Proposal #1: Design the discovery patterns for discovery Type 2B in such way that there is at least one opportunity to transmit and receive between all patterns within the pattern length.
3. Detailed discovery pattern design 
We denote the discovery pattern length with N. Hence, there are N portions (e.g. subframes) available for transmission (Tx) and reception (Rx) phases. N provides also an upper limit for the discovery time when assuming that discovery signals are received correctly.
The patterns are grouped into N+1 groups and group k contains all patterns with exactly k transmit portions, i.e. all patterns that have exactly k serial resources used for transmission. As the pattern consists of N portions in total, there are



[image: image3.wmf]k)!

(

!

!

-

N

k

N










(1)


different patterns available for group k. The total number of available patterns is calculated as
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The grouping of patterns with length N=4 is shown in Figure 3. Transmission phases are shown as “1” and reception phases as “0”, respectively. There are in total 24 = 16 patterns available. The patterns are grouped according to number of Tx phases. The number of patterns for different groups, calculated using equation (1) gives [1, 4, 6, 4, 1] patterns for group k, k ϵ [0, 1, 2, 3, 4]. 
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Figure 3. Example of pattern design, N=4. Parallel resources, M are not considered in the figure for simplicity, M depends on the number of simultaneous Tx portions within the group (M=[0, 1, 3, 3, 1] for each group k, k ϵ [0, 1, 2, 3, 4]). The number of patterns for each group k, k ϵ [0, 1, 2, 3, 4], is given by equation (1) as [1, 4, 6, 4, 1].
The discovery patterns described above have the following properties:
Property #1: Two different patterns within the same group k can be used for bi-directional communication. 

· Proof for property #1: Let’s consider two patterns P1 and P2, which both have k Tx portions, but as the patterns are different, the Tx portions do not completely overlap. Therefore there is at least one Tx portion at some position of P2 for which the pattern P1 has an Rx portion. Therefore at that position the node using P1 can receive information that is transmitted by the node using P2. For reasons of symmetry, there is also at least another position at which P1 has a Tx portion and P2 has an Rx portion. At that position the node using P2 can receive information that is transmitted by the node using P1.
Property #2: A node with a group k1 pattern can receive information from nodes with a group k2>k1 i.e. the nodes can perform discovery in a unidirectional way.

Coming back to example shown in Figure 3, it can be noted that all nodes which use different patterns of the same group can discover each other according to Property #1 discussed above. The Property #1 applies in a sense also to groups 0 and 4 as these contain only single patterns. On the other hand, it can be noted that a node with a k=1 pattern can receive from all the nodes with a k=2, 3, or 4 pattern but the opposite is not true, which is in accordance with Property #2 on unidirectional discovery.
The most important properties of the discovery patterns include the pattern length and the number of UEs that can be configured to support bi-directional discovery using these patterns. Obviously, the number of UEs depends on the pattern length (N), which needs to be selected according to the maximum number of UEs involved. On the other hand, the longer the pattern, the larger is the latency involved in the discovery process.
Figure 4 shows the numbers of discovery patterns for different groups Comb(k, N) with N varying between 1 and 15. The numbers have been calculated using equation (1). It can be seen that the number of patterns increases with the pattern length (N). Also, increasing the number of Tx portions (k) increases the discovery capacity until 
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Proposal #2: Support scalable design for discovery Type 2B in order to trade-off resource efficiency and discovery latency.  

Proposal #3: Characterize the discovery pattern design by two parameters, pattern length N and number of Tx portions k.
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Figure 4. Number of bi-directional patterns per group.
4. Mapping between discovery patterns and resources
Figure 5 shows an example where discovery patterns are mapped into logical discovery resources. It assumes that discovery group Comb(k,N)=Comb(3,6) with 20 discovery patterns (according to Figure 4) is applied. The example shows that discovery resources can be dimensioned according to the number of parallel transmission phases used, instead of the number of bi-directional discovery patterns. However, this requires that a predefined mapping between discovery patterns and discovery resources has been defined. An example of such mapping is shown in Figure 4 (Resource index table).   
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Figure 5. Mapping discovery patterns into logical discovery resources. In the right side, the numbers in the red boxes give the index to the corresponding parallel resources.
Proposal #4: Dimension the discovery Type 2B resources according to the number of parallel transmission phases used.

As said, resource efficiency is one of the key requirements for discovery Type 2B. Assuming that all patterns of the group Comb(k,N) are in use, the number of parallel discovery Type 2B resources needed (i.e. parameter M in Figure 1), can be calculated as
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(3)
Figure 6 shows the number of parallel resources needed for different discovery pattern groups Comb(k,N). These numbers assume that all patterns listed in Figure 4 are in use. When comparing resource efficiency of different discovery pattern groups Comb(k,N) it is noted that favoring serial resources (instead of parallel resources) results in minimized resource consumption (MxN). 
· The resource consumption can be minimized with k=1 (( only one parallel ressource is needed) 

· Generally speaking, resource efficiency (discovery capacity / MxN) reduces linearly with increasing k.  
On the other hand, the tolerated latency sets a limit for N. Hence, for the sake of latency, parallel resources are also needed. 

[image: image16]
Figure 6. Number of parallel resources needed (all patterns in use).

From section 5 below, it can be seen it is also possible to use some discovery patterns rather than all discovery patterns.
5. Signaling design to configure the discovery pattern
Once the pattern group (i.e. parameters k and N) has been selected, the discovery patterns can be defined. In this section, we explain arranging of the patterns for simple signaling. 
Observing Figure 5 for Comb(k=3, N=6), discovery patterns 2,3,4,5, and 6 can be generated by shifting cyclically discovery pattern 1 by 1, 2, 3, 4 and 5 times towards right, respectively. The patterns 8, 9, 10, 11 and 12 are derived similarly from the pattern 7 and patterns 14, 15, 16, 17, and 18 from the pattern 13. Finally, the pattern 20 can be generated from pattern 19 by cyclically shifting once towards the right side. Hence we see discovery patterns 1, 7, 13 and 19 play a special role in the arrangement of discovery patterns and they are called reference discovery patterns in the following. This way of arranging discovery patterns as cyclic shifts of some reference discovery patterns can be applied  parameter values of the combinatorial design. 
By inspecting discovery patterns 7, 8, 9, 10, 11 and 12 (shown in Figure 7) we can see that they are actually the transpose of a circulant Toeplitz matrix. Similar observations can be made on discovery patterns derived from other reference discovery patterns. 
We further note that 

1. The reference pattern 1 and its cyclic shifts (patterns 2, 3, 4, 5, and 6) consume k parallel resources over N serial resources; 

2. The reference pattern 7 and its cyclic shifts (patterns 8, 9, 10, 11, 12) consume k parallel resources over N serial resources; 

3. The reference pattern 13 and its cyclic shifts (patterns 14, 15, 16, 17, 18) consume k parallel resources over N serial resources; 

4. The reference pattern 19 and its cyclic shift (pattern 20) consume one parallel resource over N serial resources.
For each reference discovery pattern, except the last one, the number of parallel resources consumed by all the discovery patterns derived thereby is k. This fact makes the mapping from discovery pattern index to physical resources fairly easy as the mapping can be conducted in a two step procedure where in step one the parallel resources taken by discovery patterns derived from other reference discovery patterns are accounted for; in step two the parallel resources taken by the current discovery pattern are identified among the parallel resources taken by all the discovery patterns derived from the current reference discovery pattern. The details can be found in the Appendix.
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Figure 7. The discovery patterns 7, 8, 9, 10, 11 and 12 form the transpose of a circulant Toeplitz matrix
We make the following observations:

Observation 1: discovery pattern can be generated by cyclically shifting a reference discovery pattern. 
Observation 2: the discovery patterns derived from one reference discovery patterns comprise of a transposed circulant Toeplitz matrix.

Observation 3: a two-step procedure can be used to perform the mapping between discovery pattern index and physical resources.
It is all noted, given the serial resource length N, we have the freedom to configure a different number of reference discovery patterns according to the required discovery capacity in a network and the available frequency resources. For example, we can configure all or only a few reference discovery patterns, where the number of discovery patterns is typically 
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is the number of reference discovery patterns. Moreover, the discovery patterns derived from one reference discovery pattern consume k parallel resources, except for the last reference discovery pattern and its corresponding cyclic shifts, which may consume <k parallel resources as in the example. By leaving some patterns unassigned, the consumption of parallel resources can be reduced. Therefore, the combinatorial design based scheme is truly versatile for different serial and paralle resource combinations.
We can consider as an example the following signaling scheme: In a SIB message there is an indication of the available discovery subframes, and the number of available discovery subframes is then the number of serial resources N. In addition, the SIB message indicates k and the reference discovery patterns used in the cell. When an individual UE is assigned a discovery pattern index, by following the two-step procedure provided in the appendix, a UE can derive its own discovery pattern (and as well all the patterns that may have been allocated for other UEs in the cell).
Hence we have 

Proposal #5: Reference discovery patterns are used for mapping between discovery pattern index and physical resource.
Proposal #6: Reference discovery patterns are signaled by eNB to UEs and each UE is assigned a discovery pattern index to derive the discovery pattern.

6. Conclusions

In this contribution we have discussed pattern design and resource allocation for Type 2B discovery. The proposed approach supports bi-directional, collision free discovery with predictable latency for those UEs configured to apply it. Properties of the considered approach include scalability, small overhead and reasonable signaling burden. In order to move on with discovery Type 2B we make the following proposals:

Proposal #1: Design the discovery patterns for discovery Type 2B in such way that there is at least one opportunity to transmit and receive between all patterns within the pattern length.
Proposal #2: Support scalable design for discovery Type 2B in order to trade-off resource efficiency and discovery latency.  

Proposal #3: Characterize discovery pattern design   by two parameters, pattern length N and number of Tx portions k.
Proposal #4: Dimension the discovery Type 2B resources according to the number of parallel transmission phases used.
Proposal #5: Reference discovery patterns are used for mapping between discovery pattern index and physical resource.
Proposal #6: Reference discovery patterns are signaled by eNB to UEs and each UE is assigned a discovery pattern index to derive the discovery pattern.
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Appendix
We first see there is one-to-one mapping between a discovery pattern, and the binary representation of an integer and a polynomial:

A discovery pattern can be represented by

    • a vector 
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The cyclic shift of the discovery pattern towards the right is equivalent to the representation given below:

    • a vector 
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From that, we see we can use a vector, an integer, a polynomial interchangeably to represent a discovery pattern; and a discovery pattern can be treated as being generated from cyclically shifting a reference discovery pattern which has the property that 
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 as an example. We have 6 reference discovery patterns:
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All the discovery patterns from  
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, are given below for reference (only part of the patterns corresponding to the third reference discovery pattern are shown): 
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Using 
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 to illustrate the pattern generation. As the weight of 
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 is 2, so it is easy to see the discovery patterns derived from 
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 consume two parallel resources. 
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We recognize it is actually the transpose of the circulant Toeplitz matrix 
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The discovery pattern for a UE is defined by an index 
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 and  the cyclic shift 
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 taken to generate it. Now the mapping between the pattern index and physical resource can be found in two steps:  
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For example, given an pattern index 16, we have 
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, so the parallel resource index taken by the UE’s Tx opportunity at serial resource 6 is 
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