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1 Introduction

At the RAN1 #76bis meeting, the following was agreed regarding Type 2 discovery procedures [1]:

· Confirm that a radio resource pool(s) may be provided by eNB for D2D UEs in SIB for discovery reception for Type-2B (if supported)
· FFS whether the common reception pool(s) or different reception pools for type 1 and Type-2B discovery
· UE is not required to decode neighboring cell SIB
· Mechanisms for Type-2B discovery

· a resource hopping mechanism following the resource allocation by eNB can be applied

· FFS details of resource hopping mechanism 

· Others FFS
Further, at the RAN1 #77 meeting, it was agreed that [2]:
· The time-frequency hopping pattern(s) used for type 2B discovery is/are deterministic

· Details to be decided at RAN1#78

Since the RAN1 #77 meeting, there was an email discussion “[77-19] Type 2B discovery for D2D” conducted in two parts, wherein during the first part, companies provided various resource hopping patterns for further study and during the second part, the desirable goals for the hopping patterns and their evaluation metrics were discussed. 

At the end of the email discussion, the following was agreed:

· The following criterion shall be considered for the purpose of selecting a hopping pattern for type 2B discovery :
· For half duplex, the pattern ensures two discovery resources used by different UEs are at least once not transmitted on the same sub-frame. 
· The following performance metrics shall be used: 
· Number of UEs discovered as a function of time (system-level metric)   
· Other metrics can be considered additionally, for example, 
· The statistics of the fraction of times any two discovery messages transmitted by different UEs within the same reception pool occur on the same sub-frame 
· WAN performance loss caused by the cellular spectrum fragmentation in a discovery subframe.

In this contribution, we present our views on the remaining aspects of Type 2B discovery support in Release 12 with focus on a study of various resource hopping patterns. 
2 Resource Hopping Patterns for Type 2B Discovery
In this section, we study various resource hopping patterns that are being considered for Type 2B discovery. First we share our views on the exact design goals for Type 2B resource hopping that will help us identify the best option(s) for Type 2B resource hopping pattern selection.

2.1 On design goals for Type 2B resource hopping

It was agreed during the email discussion that, to alleviate the impact from half-duplex, the pattern should ensure that two discovery resources used by different UEs are at least once not transmitted on the same subframe. 

In our view, the above should be achieved in an inter-discovery period manner, i.e., across different Type 2B discovery periods. It was proposed that mitigation of half-duplex constraint should be attempted even within a discovery period. However, this relies on repeated transmissions within a discovery period. While we agree that repeated transmissions of the discovery signal should be allowed within a discovery period for Type 2B discovery (as for Type 1 discovery [3]), the number of repeated transmissions should be limited to a small number since Type 2B discovery is essentially periodic in nature. More importantly, the primary aim of repeated transmissions within a period should be to ensure sufficient link-budget for the D2D links and not necessarily half-duplex mitigation for periodic discovery types like Type 1 and Type 2B. 

Given a small number of repeated transmissions, e.g., total of two transmissions within each discovery period, the benefits of designing a repeated transmission pattern that ensures link-budget sufficiency is far more important than attempting to resolve half-duplex within a discovery period. For instance, for certain resource pool configurations (e.g., when Nt < Nf) and all resources being used, it would not be possible to resolve half duplex completely with one retransmission (i.e., two transmissions) of the discovery signal within a discovery period. Some related results for Type 1 discovery are presented in [3]. 
Hence, the main aim of the Type 2B resource hopping pattern should be to alleviate half duplex across discovery periods, and repeated transmissions can be factored in by logically mapping a set of subframes carrying the repeated transmissions as a single discovery time-resource.
Proposal 1: 
· Consideration of repeated transmissions: The main aim of the Type 2B resource hopping pattern should be to alleviate half duplex across discovery periods. Repeated transmissions within a discovery period should be designed to ensure link-budget improvements.
2.2 Analysis of the Type 2B hopping patterns

For convenience, the list of proposed Type 2B hopping patterns is provided in the Appendix A. Studying the hopping patterns, they can be classified into three broad categories according to their design approach: 

1. Hopping patterns that alternate between mapping in a “frequency-first” and “time-first” mapping of discovery resources to physical resources in consecutive periods: Patterns D and E.

2. Hopping patterns based on a time-resource cyclic shifting by the frequency index and application of frequency hopping:  Patterns A, B, C, I, and J.
3. Hopping patterns that aim to alleviate half duplex within a discovery period based on repeated transmissions of discovery signal within a period: Patterns F, G, and H.

To simplify the discussion, we decouple the aspect of inter-cell considerations to a subsequent sub-section of this contribution. 

Category 1 Patterns:

Patterns D and E are very similar with the only difference being in the application of a period-specific cyclic shift in Pattern E. It was already pointed out during the email discussion that for certain resource pool configurations, i.e., when Nt = Nf, Pattern D leads to consistent transposition of the resource pool matrix, leading to a high probability of certain sets of discovery resources being on the same subframe 50% of the time. 

The application of period-specific shift not only avoids the consistent transposition for symmetric resource pools as described above, but also helps in minimizing the probability of two resources occurring on the same subframe, as would be demonstrated in the next sub-section. It is also noted that it is sufficient to apply the period-specific offset to the frequency resource hopping equation only to realize all the benefits.
Category 2 Patterns:

Pattern I is the simplest pattern in this category with the others providing various enhancements to it. 

Patterns A and I are the same except for that Pattern A proposes a frequency hopping factor that is co-prime with Nf. Evaluations for different resource pool configurations indicate that this enhancement can provide good performance whenever floor(Nf/2) is not co-prime with Nf. This is due to the fact that, if the frequency hopping factor is not co-prime with the frequency span, then two discovery resources are bound to hop to the same time-resource periodically, thereby leading to a lower bound on the tail probability of resources being on the same subframe.
Pattern J provides another enhancement to Patterns A and I to ensure that two discovery resources do not occur on the same subframe at least once even for the case when Nt < Nf. For the case when Nt >= Nf, Pattern J degenerates to Pattern I.

Pattern C provides yet another separate enhancement in terms of improving the tail probability by defining a virtual frequency resource index which defines the resource hopping, with the virtual frequency resource being mapped to an actual frequency resource depending on whether the virtual resource is even or odd. This modification does improve the tail probability, but in most cases, similar effect can be realized with ensuring that the frequency hopping factor (close to floor(Nf/2)) is co-prime with Nf.
Finally, Pattern B can be seen as a generalization of the Pattern A. The representation is in terms of the initial resource index to derive the next resource index instead of the previous resource index. However, the hopping scheme is very similar to that of Pattern A.

Category 3 Patterns:

In this study, motivated by the discussion and observations in Section 2.1, we primarily focus on the first two categories of discovery patterns for further analysis. It should be noted that some of the proposed patterns belonging to category #3 can be seen to be very similar to some of those in category #2 if a single logical discovery resource per unique discovery signal is assumed.
2.3 Evaluation results and analysis

In this section, we present the evaluation results for some selected hopping patterns and their combinations for different choices of resource pool sizes. For the ease of presentation only the best performing combinations are presented although all the patterns were evaluated. 

The evaluations were performed according to the agreed evaluation metrics: number of UEs discovered against time at the system level and the cdf of the probability that two discovery resources occur on the same time-resource.
For the evaluations, it was assumed that each discovery resource is allocated to a unique UE participating in Type 2B discovery. The system-level simulations were performed according to the agreed methodology including application of in-band emissions. The only exception is that the average number of Type 2B UEs (RRC_CONNECTED UEs) in a cell is assumed as 12 and a single-tier network with 21 cells is considered. Each discovery resource comprises of 2 PRB-pairs and repeated over two contiguous discovery subframes (‘2x2 mapping’).
Further, it was assumed that the resource allocation is performed in a coordinated manner across the 21 cells and that the Type 2B resource pool is dimensioned according to the total number of Type 2B  UEs in the network, 12*21 = 252.

To evaluate the sensitivity to the configuration of the resource pool, various resource pool configurations with the same total number of discovery resources (252) were evaluated. These are identified as resource pool configurations I through V as listed below:

I. Nf x Nt =  14 x 18;
II. Nf x Nt = 18 x 14;
III. Nf x Nt = 12 x 21;
IV. Nf x Nt = 21 x 12;
V. Nf x Nt = 6 x 42.


Further, results for the following Type 2B hopping patterns are presented:

· Pattern D (without cell-specific shift);

· Pattern E = Pattern D + period-specific shift;

· Pattern K = Pattern J + Pattern A, i.e., Pattern J with the consideration that the frequency hopping factor is close to floor(Nf/2) and co-prime with Nf;

· Pattern L = Pattern J + Pattern A + period-specific shift.

The average number of UEs discovered as a function of time (discovery periods here) is presented in Figures 1 through 5, and the statistics of the probability of two discovery resources occurring on the same time-resource are presented in Figures 6 through 10 in Appendix B.
From the evaluation results it can be seen that at the system-level, there is hardly any difference in the performance in terms of average number of UEs discovered against time for the considered patterns irrespective of the resource pool configuration. Further, it should be noted that for these evaluations it was assumed that only Type 2B UEs are monitoring the Type 2B resource pool. This assumption was primarily made to highlight the impacts of half-duplex for the selection of Type 2B hopping patterns. 

In practice, the overall performance can be expected to be further “smoothened out” since a large number of Type 1 D2D UEs would also be monitoring the Type 2B resource pool. Additionally, if Type 2B and Type 1 discovery resource pools are multiplexed via FDM, then there would be added half-duplex impact for the UEs transmitting Type 1 discovery. 

However, there are some differences in terms of the cdf of the probability of two resources being on the same time-resource, with Pattern E performing the best but requiring period-specific offsets.

Application of period-specific cyclic shifts:

Application of period-specific shifts provides some gains in terms of minimizing the tail probability and, as discussed before, is essential for Pattern D in order to avoid the poor performance for resource pool configurations that are symmetric in number of frequency and time resources. However, application of period-specific shift requires that a common notion of “period index” exists across all the transmitting UEs in the resource pool. Considering the semi-persistent nature of the resource allocation and the continuous nature of the Type 2B discovery resource pool, it is not immediately straightforward as to how this can be enabled. 

One option would be to associate the period index with the existing LTE absolute reference time index (i.e., in terms of system frame number, subframe number). However, this approach may not suffice for certain periodicity of the occurrence of the Type 2B resource pool. 
It should also be noted that this aspect relates to the activation procedure for the Type 2B resource allocation procedure for which currently RAN2 WG has assumed a baseline mechanism based only on dedicated RRC signaling.

In summary, additional study and discussions may be needed in RAN1 if period-specific shifts are supported.
Observation 1: Period-specific cyclic shift can be beneficial in reducing resource blocking probability.
Observation 2: The considered hopping patterns provide very similar performance at the system-level.
Proposal 2:  

· If period-specific offset is not introduced, Pattern K (Pattern J with the consideration that the frequency hopping factor is close to floor(Nf/2) and co-prime with Nf) is selected.

· If period-specific offset is introduced, Pattern E is selected.

· Period index, needed to support period-specific offset, may be defined by associating the period index with the existing LTE absolute reference time index (i.e., in terms of system frame number, subframe number).
2.4 Inter-cell interference considerations

For the case of cell-specific allocation of Type 2B discovery resources with cell-specific dimensioning of the Type 2B discovery resource pool in synchronous networks, consistent collisions need to be avoided. Towards this, an additional cyclic shift can be provided in the frequency or time dimensions based on a cell-specific parameter. The most straightforward choice for this is the cell ID of the serving cell as proposed in Pattern I. However, the cell-specific shift should not be applied if the resource allocation and dimensioning of the Type 2B discovery resource pool is performed across a group of cells. To handle both these considerations, use of virtual cell ID may be considered for the realization of the cell-specific or cell-group-specific cyclic shifts.
Proposal 3: 
· Virtual cell ID may be considered for the support of cell- or cell-group-specific cyclic shift.
3 Transmission Timing for Type 2B discovery

Currently, the transmission timing for Type 2B discovery is FFS between the use of DL time of the use of UL time (= DL time + UL TA). In order to provide the maximum flexibility to the operator in dimensioning and multiplexing of various D2D discovery and communication resource pools and WAN resources, it is proposed that the transmission timing for Type 2B discovery be configurable between DL and UL time. Consequently, if the network chooses to multiplex Type 2B resource pool with UL WAN transmissions,  then the most suitable option would be to configure the timing offset T2 = TA. On the other hand, if Type 2B resource pool is multiplexed with Type 1 resource pool, then the timing offset can be configured as T2 = 0.
Proposal 4: 
· Transmission timing for Type 2B discovery is configurable between using DL and UL timing, i.e. UE transmits at time T1-T2, where T1 = DL reference time of serving cell, and T2 = 0 or T2 = UL TA.
4 Conclusions

In this contribution, we presented our views on consideration of distributed interference control mechanisms for Type 1 discovery in addition to the baseline operation as was identified FFS during the RAN1 #76 meeting. Based on the discussion presented, we summarize our views through the following observations and proposal:
Observation 1: Period-specific cyclic shift can be beneficial in reducing resource blocking probability.
Observation 2: The considered hopping patterns provide very similar performance at the system-level.
Proposal 1: 

· Consideration of repeated transmissions: The main aim of the Type 2B resource hopping pattern should be to alleviate half duplex across discovery periods. Repeated transmissions within a discovery period should be designed to ensure link-budget improvements.
Proposal 2:  

· If period-specific offset is not introduced, Pattern K (Pattern J with the consideration that the frequency hopping factor is close to floor(Nf/2) and co-prime with Nf) is selected.

· If period-specific offset is introduced, Pattern E is selected.

· Period index, needed to support period-specific offset, may be defined by associating the period index with the existing LTE absolute reference time index (i.e., in terms of system frame number, subframe number).
Proposal 3: 

· Virtual cell ID may be considered for the support of cell- or cell-group-specific cyclic shift.
Proposal 4: 

· Transmission timing for Type 2B discovery is configurable between using DL and UL timing, i.e. UE transmits at time T1-T2, where T1 = DL reference time of serving cell, and T2 = 0 or T2 = UL TA.
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Appendix A: List of Type 2B hopping patterns
	Pattern 
	Time-hopping
	Frequency-hopping
	comments

	A 

(Huawei)
	 next_nt = mod(nt + nf, Nt)
	next_nf =  mod (nf + c, Nf)
	c: is floor(Nf/2) or a number close to floor(Nf/2) and relatively prime with respect to Nf

	B

(ASUSTeK)
	next_nt = mod(nt0+q*k*(nf0+r),Nt)


	next_nf = mod(nf0+p*k,Nf)
	p: a positive integer which is relatively prime with Nf,

q: a positive integer which is relatively prime with Nt,

r: an integer which can be chosen as any number in {0,1,...,N-1}.

	C

(Qualcomm)
	next_nt = mod(nt + ñf,Nt)
	nf = ñf/2 if ñf is even

nf = floor(Nf +ñf)/2 if ñf is odd
	next_ñf =  mod(ñf +1,Nf)

ñf: virtual frequency resource index (starting from 0) in the current discovery

	D

(DOCOMO)
	next_nt =mod (nf + nt*Nf + t_shift, Nt)


	next_nf = mod((floor((nf + nt*Nf)/Nt) + f_shift) ,Nf)
	f_shift: cyclic frequency resource shift
    t_shift: cyclic subframe shift

	E

(ZTE)
	next_nt =mod (nf + nt*Nf + p, Nt)
	next_nf = mod((floor((nf + nt*Nf+p)/Nt) ,Nf)
	p can change every period, , i.e., corresponding to the period index

	F

(Samsung)
	       Initial_nt_Pn+1=mod( floor((Initial_nt_Pn*Nf+nf+1) / Nf, 2)

next_nt=Ind mod 2 + 2*ceil((nt+1)/2)
	Initial_nf_Pn+1=mod(Initial_nt_Pn*Nf+nf+1,Nf)

next_nf=floor(Ind/2)

        
	       Ind = Nf-nf-1+(mod(nt,2) * Nf

0≤nt, next_nt <2*floor(log2(Nf))+2
The resource for initial transmission in period n+1 is determined by the resource for initial transmission in period n

	G

(Ericsson)
	nt(p,m) = m*K + mod(p+m*floor(p/K),K)
	f(p,m) = floor(p/K) + L 



(if m even)

f(p,m) = Nf-1 -floor(p/K) – L
(if m odd)
	M: (re)transmissions of each discovery message

L: PUCCH protection resources close to band edges

m=[0,M-1] is the cluster index

p=[0,(Nf-2*L)*K-1] is the pattern index

K=N/M

	H

(NSN ,Nokia)
	Obtained by a combinatorial design
	The use of cell ID and subframe index in the definition of frequency hopping pattern is supported.
	Within a discovery period:

 a UE is given “m” transmission opportunities (intra-period pattern) derived from a list of possible combinations of selecting “m” out of Nt 

over discovery periods:

 UEs transmit in the same time indices in all discovery periods but discovery resources within a subframe are permuted among UEs

	I

(Intel)
	 next_nt = mod(nt + nf+ t_shift, Nt)
	next_nf =  mod (nf + floor(Nf/2)+ f_shift, Nf)
	f_shift = mod(NIDcell,Nf)  and 
t_shift = mod(NIDcell,Nt)  , 
where NIDcell is the physical cell ID of the serving cell.

	J

(LGE)
	next_nt= mod (nt+ nf+ f(nf) , Nt) 

	next_nf =  mod(nf + floor(Nf/2)+ f_shift, Nf)
	f_shift: cell specific frequency resource shift parameter
f(nf)=sum(floor(nf/Nt^z)), z=1,…,i

subject to: Nt^i<Nf


Appendix B: Evaluation Results
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Figure 1. System-level simulation results for Type 2B discovery procedure: Nf x Nt = 14x18
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Figure 2. System-level simulation results for Type 2B discovery procedure: Nf x Nt = 18x14
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Figure 3. System-level simulation results for Type 2B discovery procedure: Nf x Nt = 12x21
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Figure 4. System-level simulation results for Type 2B discovery procedure: Nf x Nt = 21x12
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Figure 5. System-level simulation results for Type 2B discovery procedure: Nf x Nt = 6x42
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Figure 6. CDF of blocking probability for Type 2B discovery procedure: Nf x Nt = 14x18

[image: image7.png]CDF

09

08

07

06

05

04

03

02

01

Empirical CDF, Resource pool size: 18x14 (NfxNt)

——-Pattem E
—Pattern K
—Pattem L
—Patten D

03 04 0s 08 o7
Probability of two resources on same subframe

08

09





Figure 7. CDF of blocking probability for Type 2B discovery procedure: Nf x Nt = 18x14
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Figure 8. CDF of blocking probability for Type 2B discovery procedure: Nf x Nt = 12x21
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Figure 9. CDF of blocking probability for Type 2B discovery procedure: Nf x Nt = 21x12
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Figure 10. CDF of blocking probability for Type 2B discovery procedure: Nf x Nt = 6x42
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